Machine learning aided solution to the inverse problem in optical scatterometry
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ABSTRACT

Optical scatterometry is the workhorse technique for in-line manufacturing process control in the semiconductor industry. However, as manufacturing processes develop, traditional methods for solving the inverse problem in optical scatterometry are struggling to continue improving productivity. To address this problem, machine learning can be a promising method, but it is a challenge to ensure robustness. In this paper, we propose a machine learning method to reconstruct the profile of nanostructures. The proposed method consists of three parts: compressing signature using a dimensionality reduction approach based on the principle component analysis, constructing a surrogate electromagnetic solver (SurEM) based on an artificial neural network mapping from parameters to signatures, and iteratively comparing the SurEM-predicted signatures with measured one to finally determine the results. Experiments have demonstrated that the proposed method can achieve fast and accurate measurement. This method is thus promising as an efficient in-line measurement method for nano- or micro-scale manufacturing.

1. Introduction

In high volume manufacturing of integrated circuits, the deviations in profile or position may affect the device performance, even lead to failure. Therefore, nanoscale metrology is a crucial part of manufacturing, by inspecting the patterns on the wafer before the wafer undergoes the next irreversible process. As an important technique for nanoscale metrology, ellipsometry is widely used in characterization of thicknesses of thin films and optical constants of both layered and bulk materials [1]. Since the year of around 2000, ellipsometry was introduced to measure critical dimensions of grating structures [2], which is also known as optical scatterometry in the community of semiconductor metrology [3]. Up to now, optical scatterometry has become an indispensable tool for the in-line monitoring of nanostructures profile in the semiconductor manufacturing [4-6].

Optical scatterometry is an indirect metrology technique. Through the analysis of the light intensity information measured by a detector, the optical signature of the sample can be obtained. And the parameters are extracted by comparing the theoretical optical signature with the measured one, which is known as an inverse scattering problem [7-9]. There are several methods to solve this problem, such as library search [10] and non-linear regression [11]. The library search methods have faster solution speed relying on a pre-generated data library, but typically a large library is required to ensure the accuracy. The nonlinear regression methods are the most accurate, but usually time-consuming due to the demand of iterative computing the electromagnetic (EM) solvers, which must be established to calculate the theoretical signatures, such as the rigorous coupled-wave analysis (RCWA) [12], or the finite-difference time-domain method [13]. However, with the development of semiconductor industry, the dimensions of device continue to shrink and the architectures are becoming more complex [14,15]. The EM solver is becoming more difficult to establish and more time-consuming for calculation, due to the challenges arising from the development trend, such as, quantum confinement or high aspect ratio architectures.

Machine learning, as a data-driven algorithm, has offered a statistical perspective for constructing complex non-linear mapping relationships [16]. It is therefore effective in solving problems where physical models are computationally intensive or difficult to establish [17,18]. Machine learning has been successfully applied in many fields [19-22]. Recently, some researchers have been working for exploring the application of machine learning in optical scatterometry [23-28]. The main idea of
those works is to map optical signatures to structural parameters using the artificial neural network (ANN). In order to meet the data needs of machine learning, the researchers usually utilize the EM solver to generate simulation data for training. However, due to an end-to-end computational process, the noise in data will be transmitted to the results. Robert et al. implemented ANN to characterize the wavelength-scale structure, and they pointed out that the simulation data added with Gaussian noise could improve the results and using principle component analysis (PCA) to process training data could decrease the training time [23]. Zhang et al. took the prediction structural parameters obtained by ANN as initial values, and then performed a non-linear algorithm to modify the bias in the results due to the presence of noise in the data, which speeded up the measurement process [24]. Gudi et al. developed four ANN models for different basic profiles, and achieved reconstruction of more complex profile through a weighting method, but lacked experimental verification [26]. Thus, the simulation data added with noise or not, used for training would result in poor generalization performance of the trained ANN, because the noise varies with the instruments and measurements [29].

In this paper, we propose a machine-learning-enabled reconstruction method (MLER) for solving to the inverse problem in optical scatterometry. In the proposed MLER, we first present a signature dimensionality reduction approach using PCA to extract features from measured signatures. Then, we establish an ANN-based surrogate electromagnetic solver (SurEM) to learn the mapping from parameters about the testing sample and measurement configuration as an m-dimensional vector \( x = [x_1, x_2, \ldots, x_m]^T \). Then, a SurEM based on ANN is developed and trained to calculate the signature for a given set of parameters. The dataset for training is generated by simulation or measurements, containing various sets of parameters and corresponding optical signatures, each of which is given by an n-dimensional vector \( s = [s_1, s_2, \ldots, s_n]^T \). Moreover, PCA is employed on the dataset to find a transformation, which can compress the signatures into a lower feature space without losing too much information. The feature signature is noted as \( z = [z_1, z_2, \ldots, z_R]^T \), where \( R \) is the reduced dimension of the signature (\( R \ll n \)). With the availability of the SurEM and the specification of the PCA transformation, the procedure of the MLER is described in details as follows.

**Step 1**: Data processing for the measured signature. The measured signature \( s^{\text{mea}} \) is transformed into the measured feature signature \( z^{\text{mea}} \) using PCA.

**Step 2**: Initialize the iterative solving configuration. The undetermined parameters are initially set to \( x_0 \), and the solving termination condition \( \varepsilon \) is set for nonlinear regression strategy.

**Step 3**: Calculate the feature signature \( z \) for the given parameters using the pre-trained SurEM.

**Step 4**: Calculate the mean square error (MSE) between the feature signature \( z \) obtained by SurEM and the measured feature signature \( z^{\text{mea}} \), given by

\[
\text{MSE} = \frac{1}{R} \sum_{r=1}^{R} (z_r - z_r^{\text{mea}})^2
\]  

(1)

where \( z_r \) and \( z_r^{\text{mea}} \) are the r-th element of the calculated feature signature and measured feature signature, respectively.

**Step 5**: Determine whether the termination condition \( \text{MSE} < \varepsilon \) is
reached. If yes, go to step 6. Otherwise, update the parameters using the nonlinear regression strategy and return to step 3 until the termination condition is met.

**Step 6:** Output measurement result \( \mathbf{x}^{\text{ana}} \).

Through the above steps, the structural parameters of the sample can be determined, with the minimal difference between its corresponding calculated signature and the measured one. It is worth mentioning that the success of MLER method depends on the nonlinear regression strategy and the SurEM. Typically, Levenberg-Marquardt (LM) algorithm [30,31] is chosen in the proposed method, due to its fast convergence. The termination threshold could be set to a value equal to the minimum MSE between the feature signatures in the training dataset. The training dataset is generated by EM solvers, for the cases that the measurement process can be simulated. If there is not a physical model for measurement, the training dataset can be produced by measuring design of experiment wafers using other metrology techniques, such as scanning electron microscopy. In order to improve the performance of the SurEM, a signature dimensionality reduction approach is presented based on PCA and forward selection algorithm, and the architecture of the SurEM is meticulously designed. The signature dimensionality reduction approach and the design of SurEM will be discussed in detail in the following.

### 2.2. Signature dimensionality reduction using PCA

The goal of PCA is to find an optimal linear transformation, removing redundant information in signatures with lower dimensionality and minimal loss of information. Assuming there are \( N \) different signatures, an \( N \times n \) signature matrix \( \mathbf{S} = [\mathbf{s}_1, \mathbf{s}_2, \ldots, \mathbf{s}_N]^T \) can be constructed, where the superscript \( "^T" \) represents transpose. And the estimated mean vector \( \mathbf{M} \) can be calculated, defined by

\[
\mathbf{M} = [\bar{s}_1, \bar{s}_2, \ldots, \bar{s}_n] \tag{2}
\]

where \( \bar{s}_i = \frac{1}{N} \sum_{j=1}^{N} s_{ij} \), \( i = 1, 2, \ldots, n \). The estimated mean vector \( \mathbf{M} \) is used to centre the signature matrix \( \mathbf{S} \) and the centralized signature matrix \( \tilde{\mathbf{S}} \) can be defined by

\[
\tilde{\mathbf{S}} = \mathbf{S} - \mathbf{M} \oplus [1, 1, \ldots, 1]^T \tag{3}
\]

where \( \oplus \) represents Kronecker product and \( [1, 1, \ldots, 1]^T \) is an \( N \)-dimensional vector. By calculating the covariance between the different elements of the signature, the covariance matrix \( \mathbf{C} \) is obtained, given by

\[
\mathbf{C}_{ij} = \operatorname{E}[\mathbf{d}_i \mathbf{d}_j^T] - \operatorname{E}[\mathbf{d}_i] \operatorname{E}[\mathbf{d}_j], \quad (k, l = 1, 2, \ldots, n) \tag{4}
\]

where \( \mathbf{d} \) is the column vector of the centralized signature matrix \( \tilde{\mathbf{S}} \), and \( \operatorname{E}[] \) denotes mathematical expectation. Then singular value decomposition is employed to calculate the eigenvalue \( \lambda_r \) and corresponding eigenvector (also known as principle component) \( \mathbf{\xi}_r \) of the covariance matrix \( \mathbf{C} \), which satisfy the following relationship:

\[
\mathbf{C}_{\xi} = \lambda_r \mathbf{\xi}_r, \quad r \leq n \tag{5}
\]

The larger the eigenvalue, the more information in the projection space corresponding to the eigenvector. Thus, the eigenvectors are sorted in descending order of corresponding eigenvalues. Once the value \( R \) of principal components is determined, the specific form of PCA transformation (PCAT) and PCA pseudo-inverse transformation (pi-PCAT) formula can be obtained, as follows:

\[
\mathbf{F}(\mathbf{s}) = \mathbf{T}^\top (\mathbf{s} - \mathbf{M}) \tag{6}
\]

\[
\tilde{\mathbf{F}}(\mathbf{z}) = \mathbf{T} \mathbf{\xi} + \mathbf{M} \mathbf{\xi}^\top \tag{7}
\]

where \( \mathbf{T} \) is an \( n \times R \) transformation matrix, written as \( \mathbf{T} = (\mathbf{\xi}_1, \mathbf{\xi}_2, \ldots, \mathbf{\xi}_R) \).

To determine the value of \( R \), forward selection algorithm has been employed. In the process of forward selection shown in Fig. 2, the number of principal components starts from the initial setting value \( R_0 \), and the minimum mean square error between the signatures in dataset is used as termination threshold \( \varepsilon_{\text{PCA}} \), given by

\[
\varepsilon_{\text{PCA}} \leq \min_{\mathbf{x} \in \tilde{\mathbf{S}}} \frac{1}{n} \sum_{i=1}^{n} (\mathbf{s}_i - \tilde{\mathbf{F}}(\mathbf{s}_i)) \tag{8}
\]

According to initial value \( R_0 \), the formula of PCAT and pi-PCAT can be specified. The maximum difference between the signatures before and after transformation within the dataset is noted as signatures loss \( \text{SLoss} \). And, maximum mean square error is used to assess the signatures loss, given by

\[
\text{SLoss} = \max_{\mathbf{x} \in \tilde{\mathbf{S}}} \frac{1}{n} \sum_{i=1}^{n} (\mathbf{s}_i - \tilde{\mathbf{F}}(\mathbf{s}_i))^\top (\mathbf{s}_i - \tilde{\mathbf{F}}(\mathbf{s}_i)) \tag{9}
\]

And only single eigenvector is accessed in the next cycle in descending order of eigenvalues, until reaching the termination condition \( \text{SLoss} < \varepsilon_{\text{PCA}} \). From the above, the reduced dimension of the signature can be determined. It is worth noting that in order to reduce processing time, the initial setting value and termination threshold can be estimated through performing the above procedure on a sub-dataset.

### 2.3. ANN-based SurEM solver

In order to address the time consuming of EM solvers during the process of solution to the inverse problem, a well-designed SurEM is constructed and trained. The SurEM with a fully connected neural network architecture will be built to construct the mapping from parameter space to high dimensional feature signature space. As shown in Fig. 3, the SurEM consists of three parts: input layer for importing the variable parameters \( \mathbf{x} \), middle computational module (MCM) enabling the capacities of non-linear computation, and output layers for predicting feature signature \( \mathbf{z} \). MCM is composed of \( n_0 \) hidden layers, each of which has \( n_r \) neurons. Each neuron receives and processes the outputs of the neurons in the former layer, whose mathematical description is given as,

\[
\text{Output} = f \left( \sum_{j=1}^{n_1} (I_j \times w_i) + b \right) \tag{10}
\]

where \( I_j \) and \( w_i \) are one of the inputs and corresponding weight, \( b \) represents bias term, and \( f \) is an activation function. Considering computational efficiency, the rectified linear unit (ReLU) is chosen as the activation function. For the sake of minimizing the errors between the

![Fig. 2. Flowchart of determining the number of principle components.](image-url)
prediction and the target feature signature, the back-propagation algorithm is performed to continuously tune the weights and biases of neurons during an iterative training process. And the MSE is used as the loss function.

Note that the calculation capacity of the SurEM depend on MCM. Thus, an exhaustive grid search method is employed to design the architecture of MCM. By comparing different structures, the optimal value of \( n_0 \) and \( n_n \) can be determined, ensuring the SurEM with excellent performance.

3. Results

3.1. Training dataset generation

In order to assess the theoretic feasibility of the proposed MLER method, a typical one-dimensional periodic structure is investigated, as shown in Fig. 4. The sample consists of a tungsten (W) grating layer filled with silicon dioxide (SiO\(_2\)), two silicon dioxide layers and one silicon nitride (SiN) layer deposited on the silicon (Si) substrate. Optical properties of W, SiO\(_2\), SiN and Si were taken from Ref. [32]. To construct the geometric structure model, it is necessary to take the possible profiles into account as much as possible. However, considering the complexity of the model and the efficiency of parameter extraction, some structural parameters can be specified by the pre-measurement as fixed, whose tiny errors have little effect on the corresponding signatures. Mueller matrix spectra are used as optical signatures in this paper, since they have more plentiful information enabling sensitive nanostructure measurements [33–35]. The ranges of the structural parameters \( MCD, Hg, SWA, Tt \) and \( \varphi \), called undetermined parameters.

An EM solver based on RCWA is developed to generate the dataset for training, including different sets of undetermined parameters and corresponding signatures. Mueller matrix spectra are used as optical signatures in this paper, since they have more plentiful information enabling sensitive nanostructure measurements [33–35]. The ranges of the structural parameters \( MCD, Hg, SWA, Tt \) and \( \varphi \) are set to 33–38 nm, 55–69 nm, 89–100°, and 576–630 nm. Considering the symmetry of the testing sample, the range of the azimuth angle \( \varphi \) is 0–90°. Details of the training dataset are listed in Table 1. The training dataset is generated by randomly selecting values in parameters ranges. The measurement conditions are set as follows: the incidence angle is fixed at 45°, spectral range is set to 320–800 nm with an interval of 5 nm.

3.2. Signature dimensionality reduction

To reduce the inevitable redundant information in signatures, the signature dimensionality reduction approach mentioned in Section 2.2 is implemented to extract the lower-dimensional feature signatures. As used in this paper, each Mueller matrix spectra \( \mathbf{m}_{ij} \) \((i, j = 1, 2, 3, 4)\) is a 97-dimensional vector, and all the elements are concatenated in the order of rows except the \( \mathbf{m}_{11} \). Therefore, each signature is a 1455-dimensional vector \( \mathbf{s} = [\mathbf{m}_{12}, \mathbf{m}_{13}, ..., \mathbf{m}_{44}]^T \). Then the specific formula of PCAT and pi-PCAT are obtained, which can be accomplished in two steps.

In the first step, a sub-dataset containing 10,000 signatures is generated by random selection from the training dataset. The minimum MSE between the signatures equals to \( 9.6365 \times 10^{-6} \). Considering the size of the training dataset, the value of termination threshold \( \varepsilon_{PCA} \) is taken as \( 1 \times 10^{-6} \), and the initial reduced dimension of the signature \( R_0 \) is set to 1. Then the data processing procedure described in Fig. 2 is

- \( MCD, Hg, SWA \) and \( Tt \) while \( Ts, Tb \) and \( \varphi \) are fixed at their nominal dimensions. Since the signature varies with orientational placement of the testing sample, the azimuth angle \( \varphi \) is also taken into account, which describes the angle between the incident plane and the orientation of the grating. Therefore, the parameters to be measured consist of \( MCD, Hg, SWA, Tt \) and \( \varphi \), called undetermined parameters.

An EM solver based on RCWA is developed to generate the dataset for training, including different sets of undetermined parameters and corresponding signatures. Mueller matrix spectra are used as optical signatures in this paper, since they have more plentiful information enabling sensitive nanostructure measurements [33–35]. The ranges of the structural parameters \( MCD, Hg, SWA, Tt \) and \( \varphi \) are set to 33–38 nm, 55–69 nm, 89–100°, and 576–630 nm. Considering the symmetry of the testing sample, the range of the azimuth angle \( \varphi \) is 0–90°. Details of the training dataset are listed in Table 1. The training dataset is generated by randomly selecting values in parameters ranges. The measurement conditions are set as follows: the incidence angle is fixed at 45°, spectral range is set to 320–800 nm with an interval of 5 nm.

### Table 1
Details of the training dataset used in simulations and experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal dimension</th>
<th>Lower bound</th>
<th>Upper bound</th>
<th>Training dataset size</th>
</tr>
</thead>
<tbody>
<tr>
<td>( MCD )</td>
<td>34 nm</td>
<td>28 nm</td>
<td>40 nm</td>
<td>400,000</td>
</tr>
<tr>
<td>( Hg )</td>
<td>65 nm</td>
<td>51 nm</td>
<td>81 nm</td>
<td></td>
</tr>
<tr>
<td>( SWA )</td>
<td>90°</td>
<td>85°</td>
<td>101°</td>
<td></td>
</tr>
<tr>
<td>( Tt )</td>
<td>600 nm</td>
<td>565 nm</td>
<td>640 nm</td>
<td></td>
</tr>
<tr>
<td>( \varphi )</td>
<td>–</td>
<td>0°</td>
<td>90°</td>
<td></td>
</tr>
</tbody>
</table>
executed on the sub-dataset. When the number of principle components equals 152, the termination condition $S_{\text{Loss}} < \epsilon_{\text{PCA}}$ is reached.

Next, the data processing procedure described in Fig. 2 is executed on the training dataset. The $R_0 = 152$ is taken as the initial number of principal components. As shown in Fig. 5, the signatures loss $S_{\text{Loss}}$ decreases as the number of principal components increases, and the termination condition is met as the number of principal components increasing to 204.

Through the above processing, the dimension of feature signature significantly drops down to 204, only one seventh of the original signature. Signature loss according to Eq. (9) before and after transformation is less than $1 \times 10^{-6}$, meaning that most of the information is retained. Then PCAT is performed on signatures in training dataset to extract the feature signatures for training the SurEM.

3.3. Training of the ANN-based SurEM solver

The neural network models are designed and trained by using Pytorch. All training processes are performed on a computer workstation with an Intel Xeon ES-2643v4 @3.4 GHz central processing unit (CPU), graphics processing unit (GPU) board NVIDIA GeForce RTX 2080 Ti, and 128 GB access memory.

For the sake of designing the SurEM, the training performances of different structures of SurEM are compared using exhaustive grid search method. In the design stage, the number $n_h$ of hidden layers is chosen to be 2, 3, 4, and the number $n_n$ of neurons per hidden layer is set to 200–1000 with an interval of 20. Then, these candidate models are constructed and trained on the sub-dataset. Fig. 6 presents that the training losses of different models after trained with a learning rate of $1 \times 10^{-3}$ for 400 iterations. As can be observed from Fig. 6, the models with three and four hidden layers perform comparably, and better than those with two hidden layers. It means that increasing the number of hidden layers to more than three will not improve the performance of the model. The loss of models with 3 hidden layers tends to decrease as the number of neurons increases. And when the number of neurons is greater than 900, there is no significant improvement in performance. This suggests that the SurEM with 3 hidden layers and 900 neurons per hidden layer is the optimal model, considering the computational capability and complexity.

The training of SurEM is started with a learning rate of $1 \times 10^{-3}$ and the learning rate reduce to $1 \times 10^{-5}$ after 1000 iterations. The number of training iterations for SurEM is set to 2000. Adam [36] optimizer is chosen to tune the neural networks on account of its fast convergence. In addition, to demonstrate that signature dimensionality reduction is beneficial for performance improvement, a fully connected neural network with the same structure of MCM in SurEM is also constructed, named SNET, which could predict the signature for the given parameters. The training configuration of SNET is the same as that of SurEM, except that the number of training iterations is set to 3000, considering the different number of hyperparameters.

3.4. Testing of the ANN-based SurEM solver

To examine the performance of these models, 100 groups of parameters are randomly generated within the range as listed in Table 1. The signature calculated by RCWA solver is treated as target signature. And prediction signatures are obtained by employing SurEM combined with pi-PCAT and SNET, respectively. Fig. 7 depicts the MSEs between the target and prediction signatures. In Fig. 7, the mean MSEs obtained by SurEM combined with pi-PCAT and SNET are $1.185 \times 10^{-7}$ and $1.92 \times 10^{-7}$, respectively, which reveal that the loss of information caused by signature dimensionality reduction can be ignored. Fig. 8 presents the comparison between the target and prediction signature obtained by SurEM combined with pi-PCAT, whose MSE is the maximum in the testing dataset and equals to $5.41 \times 10^{-7}$. It is obvious that the prediction signature is in great agreement with the target.

The above results indicate that the proposed signature dimensionality reduction approach is instrumental in ensuring the accuracy of the surrogate model, simplifying the architecture and improving the computational efficiency of the SurEM, due to the effective reduction of the dimensionality and redundant information of origin signature. The well-designed SurEM is provided with capacity to calculate the feature signature for the given parameters.

3.5. Simulation results

Simulations are performed to demonstrate the validity of the proposed MLER method for the measurement of nanostructures. The simulated target signatures mentioned in Section 3.4 are treated as the measured signatures. The initial structural parameters are set to their nominal values, respectively, and the initial value of azimuth angle is set to the true value added by Gaussian random noise with standard deviation of 1°. LM algorithm in SciPy, an open-source software for mathematics, is utilized for the iterative solving, and the parameters used in the algorithm are the default values. The MLER method with the well-

---

Fig. 5. Signature losses before and after transformation with different number of principle components.

Fig. 6. The training losses of candidate models after trained.

Fig. 7. The MSEs between the target and prediction signatures, with the dashed lines in red and blue denoting the mean MSEs of the SurEM combined with pi-PCAT and SNET, respectively.
trained SurEM is then implemented to extract parameters. The relative error is introduced to evaluate the differences between the extracted parameters by MLER and the true values, given by

\[
\text{Relative error} = \frac{|p_{\text{MLER}} - p_{\text{true}}|}{p_{\text{true}}} \times 100\%
\]  

where \(p_{\text{MLER}}\) and \(p_{\text{true}}\) are the results of the MLER and true values, respectively. Fig. 9(a)-(e) depict the relative errors of the structural parameters for the 100 test samples with their mean relative errors. It is observed that the relative errors of parameters MCD, Hg, SWA, Tt and \(\phi\) are less than 0.15%, 0.30%, 0.09%, 0.012% and 0.15%, respectively. The mean relative errors of parameters MCD, Hg, SWA, Tt and \(\phi\) are 0.028%, 0.062%, 0.020%, 0.003% and 0.027%, respectively. To make a comparison, we also test the performance of the DEDNN in parameter extraction. As indicated in Fig. S2, the mean relative errors of DEDNN are one order of magnitude larger than that of the MLER. From section 3.2, it is known that the minimum MSE between the signatures is less than \(9.7 \times 10^{-6}\). The smaller the errors of the extracted parameters, the more accurate the model performance.

Fig. 8. Comparison between the target and prediction signature (Mueller Matrix spectrum) of SurEM combined with pi-PCAT. Parameters of the testing sample: MCD = 33.403 nm, Hg = 54.953 nm, SWA = 85.570°, Tt = 566.159 nm, \(\phi = 88.479°\). We have lowered the sampling frequency of the prediction signature for a better demonstration.

Fig. 9. (a)-(e) Relative errors of the extracted parameters MCD, Hg, SWA, Tt and \(\phi\) for 100 tests, with the dashed lines denoting the mean relative errors.
higher the confidence of the MLER method. Consequently, these excellent results demonstrate that the MLER is sufficiently accurate to reconstruct the undetermined parameters of testing samples. In addition, in comparison with the DEDNN, the design and training of ANN in MLER are easier to implement for achieving the same accuracy.

3.6. Experimental results

In order to further confirm the robustness of MLER in practical measurements, a dual-rotating compensator Mueller matrix ellipsometer (ME-L, Wuhan Eoptics Technology Co.) is employed to measure the Mueller matrix spectra of the testing wafer. The wafer contains 91 dies, each of which has the same geometric structure shown in Fig. 4 but with different dimensions, including MCD, Hg, SWA and Tt. As schematically shown in Fig. 10, the system configuration of ME-L is PCrSCaA, where P and A stand for the fixed polarizer and analyzer, respectively, C1 and C2 are for the first and second rotating compensators, respectively, and S represents the sample. With the light source used in ME-L, the wavelengths available are in the 193–1000 nm range, including the spectral range used in this paper. The beam diameter used in the experiments is 200 μm. The two arms and the sample stage of the ME-L can be rotated to change the incidence and azimuthal angles in experiments. The incidence angle is set to 45°, and the zero-order diffraction beam is collected by the detector. Through analyzing the optical intensity signal, we can obtain the Mueller matrix spectra of the testing samples. The accuracy and repeatability of ME-L are 0.13 nm and 0.001 nm, respectively, tested on a standard SiO2 film with a thickness of 96.75 nm. In addition, ME-L could give the estimated azimuth angle once calibrated before measurement.

Library search method is the standard solution for the inverse problem of the optical scatterometry during in-line process control. For illustrating the practicality and accuracy of the proposed MLER, the results of MLER method are compared with the state-of-the-art library search method. The library search requires a signature library prior to the measurement, in which a best match with the measured signature could be found. Therefore, a signature-parameters library is generated using RCWA solver. The ranges of the parameters in library are described in Table 1. Different from the training dataset used for SurEM, we establish and train an ANN-based SurEM, which is able to predict the dimensional reduction approach can reduce the time cost in the MLER by applying MLER method, which is only 1/30 of the library search. The data required to implement MLER is only less than 1/4 of that to library search. The results for each die is within the same scale. For clarity, the results for only one randomly selected die are presented. The mean values obtained by the two methods are listed in Table 2. The absolute bias of the mean values of parameters MCD, Hg, SWA, Tt and φ are 0.016 nm, 0.050 nm, 0.065°, 0.022 nm and 0.006°. As shown in Table 2, the two methods have the same level of repeatability. The theoretical signatures of the parameters extracted by the MLER and library search are calculated using RCWA solver, and the MSEs between the theoretical and measured signatures are shown in Fig. 12(a). The mean difference between the two MSEs equals to 3 × 10⁻⁶. It illustrates that the two methods are quite equivalent. The biases could be reduced via precise calibration of instruments and measurement. Consequently, we can conclude that the proposed MLER method can achieve a high measurement accuracy. And it is worth mentioning that the amount of data required to implement MLER is only less than 1/4 of that to library search.

In comparison, Figs. S3(a)-(e) depict the biases between the results of the DEDNN and library search. The mean relative biases of parameters MCD, Hg, SWA, Tt and φ are 3.78%, 9.05%, 3.75%, 0.13% and 2.26%, respectively. The results indicate that the DEDNN is vulnerable to experimental noise. The MSEs between measured and theoretical signatures of DEDNN are slightly larger than that of library search and MLER, as shown in Fig. S3(f). It shows that even a little increase in the MSE between two signatures would lead to greater biases in parameters. The results demonstrate the proposed MLER method is more feasible and robust than the method to map the signatures to profile parameters using the ANN.

The time cost of library search and MLER methods in the parameter extraction is evaluated. The calculation is carried out on a 2.60 GHz laptop with a GPU (NVIDIA GeForce GTX 1650). Fig. 13 shows the time cost for the 91 test samples. The mean time cost of the library search method is 1.2031 s, and that of the proposed MLER method is 0.0366 s. The measurement speed of MLER method is much faster than that of library search. The results demonstrate that the well-designed SurEM has the ability to significantly shorten the computation time in the MLER solution process. The reason is that the SurEM calculates the feature signatures with mathematical matrix operations, rather than from a physical point of view. What’s more, the proposed signature dimensionality reduction approach can reduce the time cost of computing the error function.

4. Conclusions

In conclusion, a MLER method for accurate and fast reconstruction of nanostructures has been proposed and demonstrated. Firstly, the signature dimensionality reduction approach is presented to reduce the redundant information in signatures and extract corresponding feature signatures, based on the PCA and forward selection algorithm. Secondly, we establish and train an ANN-based SurEM, which is able to predict the feature signatures for given parameters. Finally, the results can be obtained by a comparison between the SurEM-predicted and measured feature signatures using a nonlinear regression algorithm. Simulations and experiments conducted on a periodic grating have confirmed that a fast measurement speed with mean time cost of 0.0366 s can be achieved by applying MLER method, which is only 1/30 of the library search. The
Fig. 11. Comparison between the parameters obtained by library search (LS) and MLER, respectively.

Fig. 12. (a)-(e) Relative biases between the extracted parameters MCD, Hg, SWA, Tt and φ extracted from practical measured signatures by library search (LS), and MLER, respectively, with the dashed lines denoting the mean relative biases. (f) MSEs between the measured and theoretical signatures for the parameters extracted by LS and MLER, respectively.
results also show that the accuracy of MLER is in line with library search, but using less pre-generated data. In contrast to the conventional ANN-based solution methods which directly map the signatures to profile parameters, the architecture of the neural network in the proposed MLER method is simpler and easier to establish. And the proposed method is robust in the presence of measurement noise. Although a simple nanostructure is tested in the experiments, the MLER could be expected to address the reconstruction of samples with more complex structures. We also believe that the proposed method promises to be an efficient in-line measurement method for nano manufacturing.
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Table 2

The mean values and standard deviations of the results.

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Mean values</th>
<th>Standard deviations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLER</td>
<td>Library search</td>
</tr>
<tr>
<td>MCD</td>
<td>34.678 nm</td>
<td>34.662 nm</td>
</tr>
<tr>
<td>Hg</td>
<td>58.901 nm</td>
<td>58.951 nm</td>
</tr>
<tr>
<td>SWA</td>
<td>90.637°</td>
<td>90.702°</td>
</tr>
<tr>
<td>Tt</td>
<td>614.271 nm</td>
<td>614.249 nm</td>
</tr>
<tr>
<td>ϕ</td>
<td>2.025°</td>
<td>2.031°</td>
</tr>
</tbody>
</table>

Fig. 13. Time cost of the library search (LS) and MLER in the parameter extraction.
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1. Direct extraction deep neural network

1.1 Training of the DEDNN

A deep neural network is designed and established to reconstruct structural parameters from the signatures directly, whose architecture is shown in Fig. S1. The DEDNN contains five convolutional layers and three max-pooling layers for extracting the major high-order features from the signature. To accelerate the training process and improve generalization performance, two batch normalization layers are added following the first and second convolutional layers respectively. Then, the extracted features are flattened into a one-dimensional vector. After that, three fully connected layers are used to predict the structural parameters. DEDNN is trained by minimizing the loss function, given by

\[
MSE(\hat{x}, x) = \frac{1}{m} \sum_{i=1}^{m} (\hat{x}_i - x_i)^2 ,
\]  

(S1)

where \(\hat{x}\) and \(x\) denote the parameters predicted by DEDNN and target parameters, respectively.

The proposed DEDNN is implemented by using Pytorch. The training dataset generated in Section 3.1 is used to train the DEDNN. Adam optimizer is chosen to tune the model due to its fast convergence ability, with
batch size 1024 for 4000 epochs. The learning rate is set to 0.001 initially and reduce to $1 \times 10^{-6}$ after 2000 epochs. The training process is conducted on the computer workstation described in Section 3.3.

1.2 Testing of the DEDNN

Fig. S2 depicts the relative errors of the parameters under test for the 100 simulation test samples. It is observed that the relative errors of structural parameters $MCD$, $Hg$, $SWA$ and $Tt$ are less than 1.7%, 1.5%, 1.1%, and 0.11%. The mean relative errors of parameters $MCD$, $Hg$, $SWA$, $Tt$ and $\phi$ are 0.78%, 0.40%, 0.26%, 0.04% and 1.96%, respectively. These results demonstrate that the DEDNN has the ability to extract the undetermined parameters of testing samples, but it is not as accurate as the MLER method. The accuracy may be improved with some training tricks or by well designing the architecture of DEDNN.

![Fig. S2. (a)-(e) Relative errors of the extracted parameters MCD, Hg, SWA, Tt and $\phi$ for 100 tests, with the dashed lines denoting the mean errors.](image)

To practically test the generalization of the DEDNN, experimentally measured signatures are used, as mentioned in section 3.6. Figs. S3 (a)-(e) depict the relative biases between the two methods of different parameters. The mean relative biases of parameters $MCD$, $Hg$, $SWA$, $Tt$ and $\phi$ are 3.78%, 9.05%, 3.75%, 0.13% and 2.26%, respectively. Figure. S3 (f) shows the MSEs between the measured signatures and theoretical signatures that are calculated with the parameters obtained by library search and DEDNN, respectively. The MSEs of the DEDNN are a little larger than that of library search. But even the small increase in MSE is sufficient to cause significant deviations in the parameters. This is because the variations in signatures induced by structural changes are small, and as an intuitive example, the minimum MSE between signatures in
training dataset is only $9.6365 \times 10^{-6}$. The above results illustrate that the DEDNN trained on simulation dataset could hardly perform well in experiments, due to the impact of the inevitable noise. The results will be improved by adding the same noise as the experiment during the training process, but it does not get to the essence of the problem due to the different noise in different measurements.

Fig. S3. (a)-(e) Relative biases between the parameters $MCD$, $Hg$, $SWA$, $Tt$ and $\phi$ extracted from practical measured signatures obtained by library search (LS) and DEDNN, respectively, with the dashed lines denoting the mean relative biases. (f) MSEs between the measured and theoretical signatures for the parameters extracted by LS and DEDNN, respectively.