Measurement configuration optimization for dynamic metrology using Stokes polarimetry
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Abstract
As dynamic loading experiments such as a shock compression test are usually characterized by short duration, unrepeatability and high costs, high temporal resolution and precise accuracy of the measurements is required. Due to high temporal resolution up to a ten-nanosecond-scale, a Stokes polarimeter with six parallel channels has been developed to capture such instantaneous changes in optical properties in this paper. Since the measurement accuracy heavily depends on the configuration of the probing beam incident angle and the polarizer azimuth angle, it is important to select an optimal combination from the numerous options. In this paper, a systematic error propagation-based measurement configuration optimization method corresponding to the Stokes polarimeter was proposed. The maximal Frobenius norm of the combinatorial matrix of the configuration error propagating matrix and the intrinsic error propagating matrix is introduced to assess the measurement accuracy. The optimal configuration for thickness measurement of a SiO₂ thin film deposited on a Si substrate has been achieved by minimizing the merit function. Simulation and experimental results show a good agreement between the optimal measurement configuration achieved experimentally using the polarimeter and the theoretical prediction. In particular, the experimental result shows that the relative error in the thickness measurement can be reduced from 6% to 1% by using the optimal polarizer azimuth angle when the incident angle is 45°. Furthermore, the optimal configuration for the dynamic metrology of a nickel foil under quasi-dynamic loading is investigated using the proposed optimization method.
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(Some figures may appear in colour only in the online journal)
In recent years, many researchers have striven to reveal the dynamic response mechanism of materials under dynamic loadings, and significant progress has been achieved in fast metrology of kinematic responses. Since Barker and Hollenbach proposed a velocity interferometer system for any reflector (VISAR) to measure the velocity history of the free surface in plate-impact experiments in the 1970s [6], VISAR has been applied as an indispensable instrument in gas gun experiments. In 1983, Bloomquist and Sheffield adopted an electronic streak camera to record interference fringe motion in the VISAR [7], which makes it possible to measure the velocity history of the monitored surface with a time resolution of 300 ps. Strand et al employed a beat frequency theory to convert the velocimetry of a moving surface to the measurable intensity of an interference beam [8]. Correspondingly, they developed a compact photon Doppler velocimetry (PDV) system to extract the velocity time histories for both the aluminum surface and the LiF surface. Although the kinematic movement of the free surface is accessible with the help of these methods, the metrology of time-dependent physical or chemical properties, which usually reflect the important changes in lattice structure and physical phase, are rarely explored.

Since these properties are difficult to directly acquire under such extreme conditions, an alternative plan would be to analyze the variation of optical constants encoded in the changes in reflectivity [9], phase [10], Raman spectrum [11] and polarization [12]. If the transient refractive indices are accessible, by correlating the time-dependent optical properties to the dynamic changes in the electronic structure or the lattice structure, some microscopic interpretation for the mesoscopic phase change, ablation and destruction of materials may become appreciable. Rebibo et al measured the normalized reflection coefficient and the phase of a laser-pumped polypropylene target by using a single-shot spectral interferometry system [13], in which the sensitivity of the refractive index of the laser-breakdown target to the electron density rise has been investigated. In 2008, Bolme et al developed an ultrafast dynamic ellipsometer (UDE) to measure the shocked refractive indices of a polycarbonate [14], which successfully decoupled the dynamic optical constant changes and the kinematic movements of the free surface. Since the UDE proposed by Bolme et al has adopted a femtosecond laser as the source, the equipment is rather expensive and picky in working conditions. Recently, a full Stokes vector ellipsometry system built by Bakshi et al showed an attractive example of measuring refractive index changes due to its reasonable cost and potential for high temporal resolution [15].

Similar to ellipsometry, the performance of the Stokes polarimeter heavily depends on the measurement configuration [16], which usually consists of the probing beam incident angle and polarizer azimuth angle. Configuration optimization is a feasible way to improve both accuracy and precision of the measurement. Currently, the configuration optimization methods can be roughly classified into two categories according to their objectives. The first is for optimizing the system matrix of the instrument based on the determinant and condition number [17–19], singular value decomposition [20] or the Eulerian length [21], with the objective of improving the quality of measured data. Since the systematic errors are difficult to eliminate completely in the measured signal, ignoring the influence of residue systematic error may significantly degrade the accuracy and precision of the measurements. The second is the sensitivity analysis-based measurement configuration optimization method, the objective of which is to ensure the precision or accuracy of the measurement results; it was first introduced in optical critical dimension metrology using a scatterometer [22–25]. In the sensitivity-based method, it is assumed that the instrument has been perfectly calibrated, therefore, the influence of configuration errors or the intrinsic errors are usually ignored. However, careful calibration of the instrument can only partially eliminate the sources of errors, and it is necessary to consider the complete error propagation in measurement configuration optimization.

In this paper, a Stokes polarimeter with six parallel detection channels has been developed. We first derive the corrected formula for Stokes vector calculation by taking the error induced by beam splitters into consideration. Then, a measurement configuration optimization model has been proposed based on the systematic error propagation mechanism [26]. In the optimization model, the measurement configuration consists of the incident angle and polarization state of the probing beam, and the objective function is defined as the maximal Frobenius norm of the combinatorial matrix of the configuration error propagating matrix and the intrinsic error propagating matrix. By minimizing the objective function in the feasible configuration domain, the optimal configuration can be achieved. The virtual and practical measurement experiments on a SiO$_2$ thin film sample have been sequentially carried out for demonstration. Furthermore, we investigate the optimal configuration for the measurement of a nickel foil under dynamic loading using the proposed method.

2. Principle and instrument

A Stokes polarimeter with six parallel detection channels has been developed to capture the instantaneous changes in optical constants of materials under dynamic loadings. As schematically shown in figure 1(a), the system settings of the instrument in order of light propagation are $P_1C_1P_2SA$, where $P_1$, $C_1$, $P_2$, $S$ and $A$ stand for the first polarizer, a quarter-wave plate, the second polarizer, the sample and the analyzing module, respectively. Since the probing beam produced by a laser is usually a polarized light with high intensity, the first polarizer $P_1$ acts as a diattenuator to decay the intensity to an appropriate range. The second polarizer $P_2$ acts as a polarization generator to change the probing beam to an expected linear polarized light. In order to avoid the extinction effect caused by the different azimuth angles of the two polarizers, a quarter-wave plate $C_1$ has been inserted between the two polarizers. The difference between the azimuth angles of the first polarizer $P_1$ and of the quarter-wave plate $C_1$ is set as 45°. Accordingly, the polarization of the probing beam is modulated sequentially by the first polarizer $P_1$ and the quarter-wave
plate $C_1$ is the right-circular polarization. Then, the intensity of the probing beam modulated by the second polarizer $P_2$ is always identical at arbitrary azimuth angles of the second polarizer, which is convenient and ensures the accuracy for the calibration of the Stokes polarimeter. Meanwhile, the feasible azimuth angle domain of the second polarizer has been also expanded when compared to the one of the setup without the quarter-wave plate $C_1$. The analyzing module consists of two beam splitters $BS_1$ and $BS_2$ with split ratios of 3:7 and 5:5, respectively, a quarter-wave plate $C_2$, a half-wave plate $C_3$, three polarization beam splitters $PBS_1$, $PBS_2$ and $PBS_3$ and six photomultiplier tubes $PMT_1$–$PMT_6$.

Supposing the Stokes vector of the light source is $S_{\text{in}} = [1,1,0,0]^T$, the Stokes vector $S_{\text{ref}}$ of the light beam reflected by the sample surface can be expressed as a Mueller matrix product shown in equation (1) [27]

$$S_{\text{ref}} = M_\beta [\mathbf{R}(-\alpha_2) M_\beta \mathbf{R}(\alpha_2)] \mathbf{R}(-\beta_1) M_\beta \mathbf{R}(\beta_1)] S_{\text{in}},$$  

where $M_i$ ($i = P_1$, $C_1$, $P_2$) is the Mueller matrix associated with each optical element, $M_\beta$ is the Mueller matrix of the sample, and $\mathbf{R}(x)$ is the Mueller rotation transformation matrix for rotation by the angle $x$ ($x = \alpha_1$, $\beta_1$, $\alpha_2$), which is the azimuth angle of each corresponding element. We set $\beta_1$ as $\alpha_1 + 45^\circ$ here to achieve a right-circularly polarized incident light before modulation by $P_2$.

In the analyzing module, two beam splitters divide the reflected light into three beam branches. The first beam branch is demodulated sequentially by the quarter-wave plate $C_2$ and the polarization beam splitter $PBS_1$, and the second beam branch is demodulated directly by the polarization beam splitter $PBS_2$. The third beam branch is demodulated sequentially by the half-wave plate $C_3$ and the polarization beam splitter $PBS_3$. Since the polarization beam splitter can divide an arbitrary polarization beam into two components, i.e. the p- and s-components, the reflected light is eventually divided into six sub-beams after being demodulated by the analyzing module. The light intensities $(I_j, j = 1–6)$ of these six channels are detected by the photomultiplier tubes $PMT_1$–$PMT_6$ and can be expressed as equation (2):

$$I_1 = k_1 \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \mathbf{R}(-\beta_2) M_{\text{PBS}_1} \mathbf{R}(\alpha_2) \end{bmatrix} \Gamma_{BS_1} S_{\text{ref}},$$

$$I_2 = k_2 \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \mathbf{R}(-\beta_2) M_{\text{PBS}_2} \mathbf{R}(\beta_2) \end{bmatrix} \Gamma_{BS_2} S_{\text{ref}},$$

$$I_3 = k_3 \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \mathbf{R}(-\beta_2) M_{\text{PBS}_3} \mathbf{R}(\beta_2) \end{bmatrix} \Gamma_{BS_3} S_{\text{ref}},$$

$$I_4 = k_4 \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \mathbf{R}(-\beta_2) M_{\text{PBS}_1} \mathbf{R}(90^\circ) \end{bmatrix} \Gamma_{BS_1} S_{\text{ref}},$$

$$I_5 = k_5 \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \mathbf{R}(-\beta_2) M_{\text{PBS}_2} \mathbf{R}(90^\circ) \end{bmatrix} \Gamma_{BS_2} S_{\text{ref}},$$

$$I_6 = k_6 \cdot \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \mathbf{R}(-\beta_2) M_{\text{PBS}_3} \mathbf{R}(90^\circ) \end{bmatrix} \Gamma_{BS_3} S_{\text{ref}},$$

where $k_j$ ($j = 1–6$) is the gain of the $j$th parallel channel, $M_i$ ($i = C_2$, $C_3$, $PBS_1$, $PBS_2$, $PBS_3$) is the Mueller matrices associated with the optical elements corresponding to the subscripts, $\beta_2$ and $\beta_3$ are the azimuth angles of the quarter-wave plate $C_2$ and the half-wave plate $C_3$, respectively, $\Gamma$ and $\Lambda$ are the reflected and the transmitted Mueller matrices corresponding to the beam splitter subscripted.

Assuming that the beam splitters are ideal non-polarized elements, the Mueller matrices $\Gamma_m$ ($m = BS_1, BS_2$) and $\Lambda_m$ ($m = BS_1, BS_2$) of the beam splitters can be expressed as equation (3) [28]:

$$\Gamma_m = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & u & 0 \\ 0 & 0 & 0 & u \end{bmatrix}, \quad m = BS_1, BS_2,$$

$$\Lambda_m = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & v & 0 \\ 0 & 0 & 0 & v \end{bmatrix}, \quad m = BS_1, BS_2.$$
where \( u \) and \( v \) are in the interval of \([-1, 1]\).

Substituting equations (2) and (3), when the azimuth angles of \( C_2 \) and \( C_3 \) are set as \(-45^\circ \) and \(22.5^\circ \), the Stokes parameters can be expressed as equation (4):

\[
S_1/S_0 = \frac{I_5/k_3 - I_4/k_4}{I_3/k_3 + I_4/k_4}, \quad (4.1)
\]

\[
S_2/S_0 = \frac{I_5/k_5 - I_6/k_6}{I_5/k_5 + I_6/k_6}, \quad (4.2)
\]

\[
S_3/S_0 = \frac{I_5/k_2 - I_1/k_1}{I_5/k_2 + I_1/k_1}, \quad (4.3)
\]

where \( S_p \) (\( p = 0 \)–3) is the \( p \)th Stokes parameter in \( S_{\text{ref}} \).

According to the definition of the Stokes vector [27], the normalized Stokes vector of the reflective beam for a perfect system can be calculated by equation (4). However, due to the imperfect manufacturing, the polarization effects induced by optical elements such as beam splitters are inevitable and cannot be ignored. We measured the practical Mueller matrices of these optical elements particularly with the inclusion of the beam splitters using a commercial Mueller matrix ellipsometer (ME-L, Wuhan Eoptics Technology Co. Ltd Wuhan, China). The corresponding measured results are shown as equation (5):

\[
\Gamma_{BS_1} = \begin{bmatrix}
0.0000 & 0.0548 & 0.0005 & 0.0001 \\
0.0550 & 0.9931 & 0.0003 & -0.0088 \\
0.0005 & 0.0025 & -0.8488 & 0.5089 \\
-0.0004 & -0.0068 & -0.5083 & 0.8505
\end{bmatrix}, \quad (5.1)
\]

\[
\A_{BS_1} = \begin{bmatrix}
1.0000 & -0.0152 & -0.0006 & -0.0003 \\
-0.0147 & 0.9993 & -0.0040 & -0.0069 \\
-0.0004 & 0.0020 & 0.9958 & -0.0824 \\
-0.0006 & -0.0068 & -0.0822 & 0.9969
\end{bmatrix}, \quad (5.2)
\]

Meanwhile, equation (2) can be modified as a matrix form, shown as equation (6),

\[
I = \begin{bmatrix}
\frac{I_1}{k_1} & \frac{I_2}{k_2} & \frac{I_3}{k_3} & \frac{I_4}{k_4} & \frac{I_5}{k_5} & \frac{I_6}{k_6}
\end{bmatrix}^T = \mathbf{B} \cdot \mathbf{S}_{\text{ref}}, \quad (6)
\]

where \( \mathbf{I} \) is the normalized light intensity vector. The instrument matrix \( \mathbf{B} \) is calculated from the practical Mueller matrices of these optical elements, as shown in equation (7):

\[
\mathbf{B} = \begin{bmatrix}
0.9913 & 0.9899 & -0.0067 & -0.0100 \\
1.0085 & -1.0081 & 0.0046 & 0.0089 \\
0.9997 & -0.0310 & -0.7160 & 0.6964 \\
1.0008 & 0.0403 & 0.7147 & -0.6952 \\
0.9996 & 0.0480 & -0.5078 & -0.8504 \\
1.0004 & 0.0616 & 0.5088 & 0.8505
\end{bmatrix}, \quad (7)
\]

Thus, the calculation of the reflected Stokes vector can be modified as equation (8),

\[
\mathbf{S}_{\text{meas}} = (\mathbf{B}^T \mathbf{B})^{-1} \mathbf{B}^T \mathbf{I}, \quad (8)
\]

where \( \mathbf{S}_{\text{meas}} \) is the measured Stokes vector of the reflective light from the sample.

The prototype of the Stokes polarimeter built in conformity to the schematic shown in figure 1(a) is shown in figure 1(b). The light source is a CW He–Ne laser (HNL050LB 100-240VAC, Thorlabs, USA) with a wavelength of 632.8 nm and a maximum power of 5 mW. The two linear polarizers (LPVISB100-MP2, Thorlabs, USA) with extinction ratios larger than 10000:1 and an achromatic quarter-wave plate (AQWP05M-600, Thorlabs, USA) are used as the beam polarization generator, which can produce a linear polarized light with an appropriate intensity. Since these optical components are mounted on the precision rotation mounts (PRM1/M, Thorlabs, USA), the azimuth angles of polarizers’ transmission axes and a wave-plate’s fast axis can be adjusted precisely. In the analyzing module, the two beam splitters (BS019 and BS013, Thorlabs, USA) with the split ratios of 3:7 and 5:5 (reflection: transmission) divide the power of the reflected beam into three branches equally. The quarter-wave plate (WPMQ05M-633, Thorlabs, USA) and half-wave plate (WPMH05M-633, Thorlabs, USA) are used in the first and third branches, respectively, and the azimuth angles of their fast axes are set as \(-45^\circ \) and \(22.5^\circ \). Thus, the Stokes parameters \( S_3 \) and \( S_2 \) of the reflected beam can be separated out, respectively. At the end of these three branches, three polarizing beam splitter cubes are used as the beam polarization analyzers (CCM1-PBS25-633/M, Thorlabs, USA). Since the photomultiplier tubes (H10721 Series, Hamamatsu, Japan) and an oscilloscope (WaveSurfer-3000, Teledyne Lecroy, USA) are used as the detection module, which possesses a temporal resolution possesses of up to a ten-nanosecond level, it is possible to capture the transient changes in optical constants of materials under dynamic loadings such as pulse heating.

3. Optimization of measurement configuration

During the measurement process, the reflected Stokes vector \( \mathbf{S}_{\text{ref}} \) only depends on the Mueller matrix of the sample when the azimuth angles of the second polarizer...
are fixed. According to the Fresnel reflection [27], the reflected Stokes parameter is usually a transcendental function of the measurands. Then, a weighted least-squares regression analysis is introduced to extract the measurands of the sample [29]. The corresponding computing formula is shown as equation (9),

$$\mathbf{x} = \arg \min_{\mathbf{x} \in \Omega} \{ \chi^2 \} = \arg \min_{\mathbf{x} \in \Omega} \left\{ \sum_{q=1}^{N} \frac{1}{\sigma(q)} \left[ \frac{S_{\text{p}q} - S_{\text{calc}}(\mathbf{x}, \mathbf{a})}{\sigma(S_{\text{p}q})} \right]^2 \right\},$$

(9)

where $q$ indicates the $q$th time point from the total number $N$, and the subscript index $p$ shows the $p$th Stokes parameters. The variable $S_{\text{p}q}$ is the normalized measured Stokes parameter calculated by equation (8), $S_{\text{calc}}(\mathbf{x}, \mathbf{a})$ is the normalized calculated Stokes parameter calculated by equation (1) and is associated with the measurands vector $\mathbf{x}$ and the measurement configuration vector $\mathbf{a}$. Since the wavelength $\lambda$ has been fixed at 632.8 nm and the time points $t_q$ are varied in a specific measurement time range, the configuration parameters vector $\mathbf{a}$ only contains the incidence angle $\theta$ of the probing beam and the azimuth angle $\varphi$ of polarizer $P_2$, i.e. $\mathbf{a} = [\theta, \varphi]^T$. The variable $\sigma(S_{\text{p}q})$ is the estimated standard deviation associated with $S_{\text{p}q}$, $\Omega$ denotes the associated parameter domain of $\mathbf{x}$ and $\mathbf{x}$ is the extracted vector of measurand $\mathbf{x}$.

The normalized calculated measured Stokes parameter $S_{\text{meas}}^\text{p}q$ and the normalized calculated Stokes parameters $S_{\text{calc}}(\mathbf{x}, \mathbf{a})$ can be marked as two vectors $\mathbf{S}$ and $S(\mathbf{x}, \mathbf{a})$, respectively. The overall standard deviation $\sigma(S_{\text{p}q})$ can be recorded as an $N \times N$ diagonal weighting matrix $\mathbf{W}$ ($N = 4N_i$). Then, the weighted mean-square error function $\chi^2$ defined in equation (9) can be simply rewritten as equation (10),

$$\chi^2 = [\mathbf{S} - S(\mathbf{x}, \mathbf{a}^*)]^T \mathbf{W} [\mathbf{S} - S(\mathbf{x}, \mathbf{a}^*)],$$

(10)

where $\mathbf{x}^*$ denotes the given measurement configuration vector.

Suppose the normalized calculated Stokes parameter vector $S(\mathbf{x}, \mathbf{a})$ is a smooth function and can be expanded in a first-order Taylor series at $(\hat{\mathbf{x}}, \hat{\mathbf{a}})$:

$$S(\mathbf{x}_0, \mathbf{a}_0) = S(\hat{\mathbf{x}}, \hat{\mathbf{a}}) + \mathbf{J}_x \cdot (\mathbf{x}_0 - \hat{\mathbf{x}}) + \mathbf{J}_a \cdot (\mathbf{a}_0 - \hat{\mathbf{a}}),$$

(11)

where $\mathbf{x}_0$ and $\mathbf{a}_0$ are the true value vectors of $\mathbf{x}$ and $\mathbf{a}$, respectively and $\mathbf{J}_x$ and $\mathbf{J}_a$ are the $N \times M$ and $N \times 2$ Jacobian matrices with respect to $\mathbf{x}$ and $\mathbf{a}$, respectively. The variable $\Delta \mathbf{x}$ represents the error propagated into $\mathbf{x}$, and $\Delta \mathbf{a}$ is the configuration parameters error. Usually, a normalized measured Stokes parameter vector $\mathbf{S}$ consists of the true signature, the intrinsic error as well as the random error [30], which can be expressed as equation (12),

$$\mathbf{S} = \mathbf{S}(\mathbf{x}_0, \mathbf{a}_0) + \mu_\mathbf{s} + \varepsilon_\mathbf{s},$$

(12)

where $\mathbf{S}(\mathbf{x}_0, \mathbf{a}_0)$ is the true Stokes parameter vector of the sample. The intrinsic error $\mu_\mathbf{s}$ and the random error $\varepsilon_\mathbf{s}$ in Stokes parameters are induced by the biases in the systematic parameters of the instrument matrix $\mathbf{B}$ and the random noise in the normalized measured light intensity $\mathbf{I}$, respectively.

After inserting equations (11) and (12) into equation (10), the weighted mean-square error function $\chi^2$ can be modified as equation (13):

$$\chi^2 = [\mathbf{S} - S(\hat{\mathbf{x}}, \hat{\mathbf{a}}^* + \mathbf{J}_x \Delta \mathbf{x} + \mathbf{J}_a \Delta \mathbf{a} + \mu_\mathbf{s} + \varepsilon_\mathbf{s} - S(\mathbf{x}, \mathbf{a}^*)]^T$$

$$\mathbf{W} [\mathbf{S} - S(\hat{\mathbf{x}}, \hat{\mathbf{a}}^*) + \mathbf{J}_x \Delta \mathbf{x} + \mathbf{J}_a \Delta \mathbf{a} + \mu_\mathbf{s} + \varepsilon_\mathbf{s} - S(\mathbf{x}, \mathbf{a}^*)].$$

(13)

Considering that $\mathbf{x}$ is the extracted value vector from a weighted least-squares regression analysis shown as equation (9), the error function $\chi^2$ should have a minimum at $\mathbf{x}$:

$$\chi^2_{\text{min}} = [\mathbf{J}_x \Delta \mathbf{x} + \mathbf{J}_a \Delta \mathbf{a} + \mu_\mathbf{s} + \varepsilon_\mathbf{s}]^T$$

$$\mathbf{W} [\mathbf{J}_x \Delta \mathbf{x} + \mathbf{J}_a \Delta \mathbf{a} + \mu_\mathbf{s} + \varepsilon_\mathbf{s}].$$

(14)

Theoretically, the minimum of the error function $\chi^2$ is equal or very close to zero. By taking the arithmetic square root of both sides of equation (14), an error propagating formula can be obtained as shown in equation (15):

$$\mathbf{W}^{1/2} : [\mathbf{J}_x \Delta \mathbf{x} + \mathbf{J}_a \Delta \mathbf{a} + \mu_\mathbf{s} + \varepsilon_\mathbf{s}] \approx 0.$$

(15)

Furthermore, equation (15) can be expanded to the following form as shown in equation (16),

$$\mathbf{W}^{1/2} \mathbf{J}_x \cdot (\mu_\mathbf{s} + \varepsilon_\mathbf{s}) + \mathbf{W}^{1/2} \mathbf{J}_a \cdot \Delta \mathbf{a} + \mathbf{W}^{1/2} \mu_\mathbf{s} = \mathbf{W}^{1/2} \varepsilon_\mathbf{s} \approx 0,$$

(16)

where $\mu_\mathbf{s}$ and $\varepsilon_\mathbf{s}$ are the systematic error and the random error propagated into $\mathbf{x}$, respectively. Since both the averages of $\varepsilon_\mathbf{s}$ and $\varepsilon_\mathbf{s}$ are equal to zero, the systematic error propagating formula can be derived by taking the average of equation (16),

$$- \mu_\mathbf{s} = \left[ (\mathbf{J}_x^T \mathbf{W} \mathbf{J}_x)^{-1} \mathbf{J}_x^T \mathbf{W} \mathbf{J}_a \right] \left[ (\mathbf{J}_a^T \mathbf{W} \mathbf{J}_a)^{-1} \mathbf{J}_a^T \mathbf{W} \right] \left[ \Delta \mathbf{a} \right] / \mu_\mathbf{s}.$$

(17)

where $(\mathbf{J}_x^T \mathbf{W} \mathbf{J}_x)^{-1} \mathbf{J}_x^T \mathbf{W} \mathbf{J}_a$ and $(\mathbf{J}_a^T \mathbf{W} \mathbf{J}_a)^{-1} \mathbf{J}_a^T \mathbf{W}$ are the propagation coefficient matrices of the configuration error $\Delta \mathbf{a}$ and the intrinsic error $\mu_\mathbf{s}$, respectively.

Equation (17) suggests that both the effects of the configuration parameter errors and the intrinsic errors of the measured Stokes parameters should be taken into consideration in the measurement error evaluation. After taking the Frobenius norm on both sides of equation (17),

$$\| \mu_\mathbf{s} \|_F = \left\| \left[ (\mathbf{J}_x^T \mathbf{W} \mathbf{J}_x)^{-1} \mathbf{J}_x^T \mathbf{W} \mathbf{J}_a \right] \left[ (\mathbf{J}_a^T \mathbf{W} \mathbf{J}_a)^{-1} \mathbf{J}_a^T \mathbf{W} \right] \left[ \Delta \mathbf{a} \right] / \mu_\mathbf{s} \right\|_F,$$

(18)

where $\| \mu_\mathbf{s} \|_F$ is equivalent to the magnitude of the systematic error $\mu_\mathbf{s}$ in the measurands, $\| \Delta \mathbf{a} \|_F \| \mu_\mathbf{s} \|_F$ is equivalent to the magnitude of the configuration error $\Delta \mathbf{a}$ and the intrinsic error $\mu_\mathbf{s}$ of the instrument and $\| \left[ (\mathbf{J}_x^T \mathbf{W} \mathbf{J}_x)^{-1} \mathbf{J}_x^T \mathbf{W} \mathbf{J}_a \right] \left[ (\mathbf{J}_a^T \mathbf{W} \mathbf{J}_a)^{-1} \mathbf{J}_a^T \mathbf{W} \right] \|_F$ are the amplification factors.

Considering that the instrument has been well calibrated, the magnitude of the configuration parameter errors $\Delta \mathbf{a}$ and the intrinsic errors $\mu_\mathbf{s}$ are nearly invariable, whereas the magnitude of $\| \left[ (\mathbf{J}_x^T \mathbf{W} \mathbf{J}_x)^{-1} \mathbf{J}_x^T \mathbf{W} \mathbf{J}_a \right] \left[ (\mathbf{J}_a^T \mathbf{W} \mathbf{J}_a)^{-1} \mathbf{J}_a^T \mathbf{W} \right] \|_F$ is
highly dependent on the measurement configurations. Thus, the smallest value of the systematic error $\mu x$ can be achieved by finding an appropriate configuration $a$. The corresponding objective function for measurement configuration optimization, which is used to pick out the minimum amplification factors, can be defined as equation (19),

$$\theta_{opt} = \arg \min_{\theta_{opt} \in \Phi, \phi_{opt} \in \Omega} \left\{ \left\| J^{-1} W_{J} ( J^{-1} W_{J} )^T I_{meas} - f(x, a^* + \Delta a) \right\|_2 \right\} .$$

where $\Phi$ and $\Omega$ are the value space of the incident angle of the probing beam and the azimuth angle of the polarizer $P_2$, respectively.

4. Results and discussion

In this section, we first validate the systematic error propagating formula of the instrument using a virtual experiment. Then, an experimental test on a standard SiO$_2$ thin film is conducted and the consistency between the optimal configuration exhibited in the experiment and the theoretical prediction is checked for demonstration. Finally, a simulation of measuring a nickel foil under dynamic loading is conducted and the optimal configuration for such a dynamic application is suggested.

In the first test case, the static measurement on a standard SiO$_2$ thin film with nominal thickness of 32 nm deposited on a Si substrate was simulated following the procedures shown in figure 2. A simulator of the polarimeter was first built based on equations (1) and (2) to simulate the measurement process. Then, the measurands vector $x$ and the measurement configuration vector $a^* + \Delta a$ were selected as the input arguments, and the measured light intensity vector $I_{meas}$ was calculated using equation (6). The light intensity vector $I_{meas}$ consists of the pure calculated intensity vector $I_0$ and the random noise $\epsilon_l$ obtained from a signal-dependent noise generator [31]. Subsequently, the imitated measured Stokes parameters $S_{meas}$ can be calculated using equation (8). At this point, the instrument matrix of the polarimeter is $M(b + \Delta b)$. The vectors $b$ and $\Delta b$ are the systematic parameters and the corresponding bias of the polarimeter, respectively. The vector $b$ consists of the phase retardance and the fast axis azimuth angles of the quarter-wave plates $C_2$ and the half-wave plate $C_3$ in the analyzing module. The estimated measurands $\hat{x}$ can be extracted from the imitated Stokes parameters $S_{meas}$ with the configuration $a^*$ based on the Levenberg Marquardt algorithm [32].

In figure 2, the measurand $x$ is set as the thickness of an SiO$_2$ layer whose nominal value is 32 nm. The incidence angle $\theta$ is varied from 51° to 69° with an increment of 6°, and the polarizer azimuth angle $\phi$ is varied from 15° to 80° with an increment of 5°. The systematic parameters in the system model of the polarimeter are set as $b = [22.5°, 180°, -45°, 90°]^T$. The configuration error and the bias of systematic parameters are set as $\Delta a = [\Delta \theta, \Delta \phi]^T = [0.1°, 0.1°]^T$ and $\Delta b = [0.1°, 0.1°, 0.1°, 0.1°]^T$, respectively. The virtual measurement experiment was implemented 200 times to obtain a series of imitated measured Stokes parameters $S_{meas}$ and a series of imitated errors $\Delta x$ propagated into $x$. Taking the average of the errors series, the imitated systematic error $\langle \Delta x \rangle$ propagated into $x$ and the average $\langle S_{meas} \rangle$ of the imitated measured Stokes parameters can be obtained. Meanwhile, the imitated true signature $S_0$ in $S_{meas}$ can be also obtained from the forward optical model $f(x, a^*)$ with the input arguments $x$ and $a^* + \Delta a$. Therefore, the imitated intrinsic error $\mu_s$ of Stokes parameters $S_{meas}$ can be calculated from equation (20):

$$\mu_s = \langle S_{meas} \rangle - S_0 = \langle S_{meas} \rangle - f(x, a^* + \Delta a) .$$

Correspondingly, the calculated error $\mu_s$ can be obtained from equation (17) with the given configuration error $\Delta a$ above. Then, the comparison between the imitated systematic error $\langle \Delta x \rangle$ and the calculated systematic error $\mu_s$ are shown in figure 3. We find that some correlations exist between the absolute errors in thickness measurement and the polarizer azimuth angles under different incident angles of 51°, 57°, 63° and 69°. When different measurement configurations are

Figure 2. The operational procedures for the virtual measurement experiment of the polarimeter.
applied, significant changes in the imitated systematic error $\langle \Delta x \rangle$ can be observed. Moreover, the variations of imitated errors $\langle \Delta x \rangle$ demonstrate good consistency with that of the calculated error $\mu_x$. Such results demonstrate the validity of the systematic error propagating formula, which serves as the basis of the proposed optimization method. Furthermore, the calculated errors components induced by the configuration parameters errors and the intrinsic errors of Stokes parameters were calculated using equation (17). The corresponding results are shown in figure 3. Although the former errors component is much less than the latter in the majority of cases, the influence of the configuration parameters errors is inevitable and cannot be ignored. In the evaluation of the systematic errors propagated into the measurand, the influence of both the configuration parameters errors and the intrinsic errors of Stokes parameters should be taken into consideration. In order to check the robustness of our method, simulation experiments with large errors were also conducted. For example, the biases of systematic parameters are set as large as $\Delta a = [\Delta \theta, \Delta \varphi]^T = [0.4^\circ, 0.4^\circ]^T$ and $\Delta b = [0.4^\circ, 0.4^\circ, 0.4^\circ, 0.4^\circ]^T$, respectively. Although the absolute values of the errors are larger, the variations of the imitated errors $\langle \Delta x \rangle$ still demonstrate good consistency with those of the calculated error $\mu_x$.

Next, we further predict the optimal measurement configurations for the thickness measurement of a SiO$_2$ layer as a case study. Since the nominal thickness of the sample is 32 nm, we assume the real thickness of the sample is in the interval of [29.3, 35.1] nm. Supposing the incident angle $\theta$ varies from 45$^\circ$ to 72$^\circ$ and the azimuth angle $\varphi$ of polarizer $P_2$ is changing from 19$^\circ$ to 69$^\circ$ with an increment of 5$^\circ$, the Frobenius norm of $\left( J_x^T W J_x \right)^{-1} J_x^T W J_x \left( J_x^T W J_x \right)^{-1} J_x^T W$ can be calculated. Figure 4 shows the calculated maximal values of $\left\| \left( J_x^T W J_x \right)^{-1} J_x^T W J_x \left( J_x^T W J_x \right)^{-1} J_x^T W \right\|_F$ under different configurations. Based on the optimization model shown in equation (19), the objective of the optimization is to determine an appropriate combination of $\theta$ and $\varphi$ which can minimize the maximal value of the systematic error. The combination of $\theta$ and $\varphi$ corresponding to the minimum value of the objective function shown in figure 4 would be the optimal configuration for the test case.

In order to clearly show the changes of the objective function with respect to different configuration conditions, we

---

**Figure 3.** The comparison between the systematic errors of the thickness measurement of the SiO$_2$ layer exhibited in virtual experiments and those calculated by the systematic error propagating model: (a) $\theta = 51^\circ$, (b) $\theta = 57^\circ$, (c) $\theta = 63^\circ$, (d) $\theta = 69^\circ$. Red open circles: the imitated systematic error obtained from the virtual experiments. Blue upside-down triangles: the calculated systematic error obtained from the systematic error propagating formula shown as equation (17). Brilliant blue square: the calculated errors component induced by the configuration parameters errors. Green rhombus: the calculated errors component induced by the intrinsic errors of Stokes parameters.

**Figure 4.** The natural logarithms of the objective function under different measurement configurations. The objective function is shown as equation (19).
fixed the incident angle as 45°, 51°, 57°, 63°, 66° and 72° and allowed the polarizer azimuth angle to vary. Figure 5 shows the objective function changes induced by the azimuth angle variation. As shown in figure 5, the predicted optimal configuration is the combination of the incident angle of 63° and the polarizer azimuth angle of 49°. In addition, since the objective function at θ = 57° and φ = 49° is approximately equal to the minimum value at θ = 63° and φ = 49°, the configuration of θ = 57° and φ = 49° should be an alternative to the optimal configuration for this test case. In particular, if the incident angle is fixed as 45°, the corresponding optimal azimuth angle of polarizer P1 is about 49°.

A practical reflected Stokes parameters and thickness measurement on a standard SiO2 thin film was carried out using the polarimeter we developed for demonstration. For reference, the reflected Stokes parameters and the thickness of the SiO2 thin film were first measured by a Mueller matrix ellipsometer (ME-L, Wuhan Eoptics Technology Co., Wuhan, China) and the thickness reported by the ellipsometer was 32.215 nm. The natural logarithms of relative errors in the reflected Stokes parameters measurement were calculated by equation (21.1) and are shown in figure 6(a),

\[
\text{MSE}_{\text{Stokes}} = \ln \left( \frac{1}{3} \sum_{i=0}^{3} \frac{[S_{i,p} - S_{i,m}]^2}{R} \right),
\]  

(21.1)

where \( \text{MSE}_{\text{Stokes}} \) was the natural logarithms of the relative errors in the reflected Stokes parameters measurement, \( S_{i,p} \) and \( S_{i,m} \) were the reflected Stokes parameters measured by the polarimeter and the Mueller matrix ellipsometer, respectively.

The relative errors in the thickness measurement are calculated by equation (21.2) and are shown in figure 6(b),

\[
R = \frac{d_p - d_m}{d_m},
\]  

(21.2)

where \( d_p \) and \( d_m \) are the thicknesses measured by the Stokes polarimeter and the Mueller matrix ellipsoider, respectively.

Figure 6 shows the relative error changes of the measured Stokes parameters and the measured thickness with respect to configuration conditions. The trends of the curves shown in figure 6(a) demonstrated good consistency with those shown in figure 6(b). This is because the thickness of SiO2 thin film is extracted from the measured Stokes parameters following equation (9). From the results shown in figure 6(a), we find that the magnitudes of the relative errors in the Stokes parameters measurement are nearly commensurate with those of the objective functions shown in figure 4, which indicates that equation (19) can provide an adequate estimation of the errors in the Stokes parameters. Compared to figure 5, similar trends of relative error changes with respect to configuration conditions can be observed in figures 6(a) and (b). The optimal incident angle and the polarizer azimuth angle are 63° and 49°, respectively, which is in great agreement with the predictions given in figure 5. It is worth noting that when the incident angle is 57° and the polarizer azimuth angle is 49° the configuration can be regarded as the secondary optimal setting, as reported in figure 5. In particular, when the incident angle is 45°, the measurement relative error could be reduced from 6% to less than 1% if an appropriate polarizer azimuth angle of 49° can be applied.

Finally, we carried out the second case study that is the metrology of a dynamic loading process. In this case, our polarimeter is applied to measure the dynamic optical constant changes of a nickel foil (nominal thickness of about 100 μm, covered by a LiF window) loaded by a pulse heating system [2, 15, 33, 34]. When a large electric current pulse was passing through the nickel foil, the surface temperature of the nickel foil could be rapidly raised from 300 K to 1800 K in less than 400 μs. Since the responses under high temperature (usually above 900 K) are critical for phase shift study, we simulated the process of the dynamic complex refractive index changes of the nickel foil by monitoring the temperature-dependence Stokes parameters when the temperature was varied from 1200 K to 1720 K. In the dynamic experiment, the temperature was assumed to be changed linearly to the time by the fine controlling of the pulse heating system. According to the results reported by [15], the optical constants of the nickel foil were changed linearly with respect to the temperature variations. Thus, the optical constants were also linearly time-dependent, as described in equation (22):
case have been transformed from $x = [n, k]^T$ to $x = [c_1, c_2, c_3, c_4, t_0]^T$ by the parameterized model. According to the results of [1200 K, 1720 K] reported in [15], the measured value of measurand $x$ is set as $[0.0013, 2.026, -0.0015, 3.435, 300]^T$.

Since $c_2$ and $c_4$ are the optical properties under normal conditions they can be regarded as constants of 2.026 and 3.435, respectively [15]. Thus, the measurands are $c_1$, $c_3$ and $t_0$, i.e. $x = [c_1, c_3, t_0]$ only. The reference complex refractive index of LiF is set as $N = 1.3912 - i0$ as reported in the literature [35] and assumes that the thickness of the LiF window is 2 $\mu$m. The recording time varies from 300 $\mu$s to 350 $\mu$s with an increment of 0.5 $\mu$s, which corresponds to the temperature range [1200K, 1720 K]. The feasible intervals of $c_1$, $c_3$ and $t_0$ are defined as the ranges of $[0.001 281, 0.001 320]$, $[-0.001 523, -0.001 478]$, and $[295.5, 304.5] \mu$s, respectively. These intervals of $c_1$, $c_3$ and $t_0$ represent the feasible domains of the initial values for fitting, respectively. According to the experimental results obtained between 1200K and 1720K reported in [15], the midpoints in the feasible intervals for $c_1$, $c_3$ and $t_0$ were set as 0.0013, −0.0015 and 300, respectively. The upper and lower bounds of the feasible intervals were set as 101.5% and 98.5% of the midpoints, respectively, due to the requirement for the initial values of the inverse problem. The incident angle $\theta$ varies from 45° to 72°, and the azimuth angle $\varphi$ of polarizer $P_2$ changes from 19° to 69°, both with increments of 5°. Thus, the objective function under different configurations can be calculated and the results are shown in figure 7. The corresponding optimal measurement configuration predicted is a combination of $\theta = 63^\circ$ and $\varphi = 49.19^\circ$. It is worth noting that figure 7 exhibits not only an optimal configuration but also an optimal domain distributed in the area of $\theta = [60^\circ, 67^\circ]$ and $\varphi = [25^\circ, 65^\circ]$.

5. Conclusions

In summary, we developed a fast, low-cost and high temporal resolution Stokes polarimeter to measure the optical constants of samples under dynamic loadings. A measurement configuration optimization model has been proposed to acquire the optimal configuration based on the systematic error propagating mechanism. In order to expand the feasible domain of configuration optimization, a quarter-wave plate was inserted in front of the second polarizer to avoid the systematic error due to the extinction effect. Virtual and practical experiments for measuring the thickness of a standard SiO2 thin film were carried out for demonstration. The optimal configuration and corresponding relative errors predicted by the optimization model are in great agreement with the results exhibited in the
practical experiments. Finally, the metrology of a nickel foil under dynamic loading was discussed and the corresponding optimal configuration with the objective of improving the measurement accuracy has been predicted. The proposed protocol herein is envisioned to pave the way for the improvement of measurement accuracy and experimental efficiency under extreme conditions, especially for those tests characterized by short duration, unrepeatability and high costs, etc.
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