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ABSTRACT 
Optical scatterometry is a model based technique, which conventionally requires minimization of a predefined least 
square function. This minimization relies heavily on the measurement configuration: wavelength, incident angle, 
azimuthal angle, and sample position, which brings up the question of how to find the configuration that maximizes 
measurement accuracy. We propose a general measurement configuration optimization method based on error 
propagation theory and singular value decomposition, by which the measurement accuracy can be approximated as a 
function of a Jacobian matrix with respect to the measurement configurations. Simulation and experiments for a one-
dimensional trapezoidal grating establishes the feasibility of the proposed method. 
Keywords: scatterometry, measurement configuration optimization, Mueller matrix ellipsometer. 

1. INTRODUCTION 
Optical scatterometry, also referred to as optical critical dimension (OCD) metrology, is a technique which uses 
polarized light as the probe to investigate the surface profiles and interior structures of nanoscale samples. Compared 
with the electron microscopy based techniques such as scanning electron microscopy (SEM) and transmission electron 
microscopy (TEM), optical scatterometry presents several typical advantages such as low cost, high throughput, small 
hardware, and minimal sample damage [1-3]. Hence, optical scatterometry is a critical technique for the in-line wafer-to-
wafer process monitoring and control in lithography and etch processes [4-6]. 
Generally, optical scatterometry can be divided into several categories, including reflectance-based [1, 7], ellipsometric 
parameter-based [3], and Mueller matrix-based [8-10] ones. No matter what kind of apparatus the optical scatterometry 
relies on, the object of the periodic nanostructure reconstruction is conventionally formulated as the minimization 
problem of the least square (LSQ) function, which creates the requirement of abundant measurement information so that 
the minimization problem is overdetermined. Thus, the measurement signature should be a vector containing multiple 
data points, which directly requires the variability of measurement conditions such as wavelength, incident angle, 
azimuthal angle, and sample position in x, y, and z. In practice for the consideration of efficiency of data acquisition and 
analysis, it is common to choose a subset of the measurement conditions from available ranges. The combination of the 
selected wavelengths, incidence and azimuthal angles, and sample positions is defined as the measurement configuration. 
It is worthwhile to point out that the measurement precision and accuracy varies with the measurement configuration [8], 
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which creates the issue of measurement configuration optimization for the selection of the optimal configuration 
corresponding to the highest measurement precision and accuracy. Ku et al. proposed a feature region signature matching 
method, which seeks the reflectance at some angles containing more information about the structure of the surface relief 
profile than the reflectance at other angles in a library data match process [11]. Vagos et al. proposed an uncertainty and 
sensitivity analysis scheme to guide the model and azimuthal angle optimization processes [12]. Gross et al. proposed a 
method to determine the optimal measurement data set by minimizing the condition number of the Jacobian matrix [13]. 
Littau et al. investigated several optimal diffraction signature scan path selection techniques to improve scatterometry 
precision [14]. Novikova et al. demonstrated that the Mueller matrices obtained at some measurement configurations 
may help to decouple the fitting structural parameters [8]. Chen et al. proposed a measurement configuration 
optimization method for spectroscopic Mueller matrix ellipsometry (MME) to find an optimal combination of the fixed 
incidence and azimuthal angles, whose core is transforming the issue of measurement configuration optimization into a 
max-min 2-norm of the dot product of Jacobians corresponding to fitting structural parameters and configurations 
respectively [15]. Overall, nearly all of the above methods just focus on a specific type of optical scatterometry; thus, a 
general measurement configuration optimization method that is suitable for all types of optical scatterometry is highly 
desirable. 
In the present article, we propose a general measurement configuration optimization method arising from the theoretical 
analysis of the error propagation using the first order Taylor expansion of the LSQ function. Then by using the single 
value decomposition (SVD) technique and related matrix theory, we demonstrate that the measurement configuration 
optimization can be formulated as the max-min problem of Frobenius norm of the Jacobian matrix with respect to fitting 
structure parameters. We should mention that the proposed method is not only useful in OCD metrology, but also 
applicable in the closely related field of optical wafer defect detection. Two of its primary implementation methods, 
namely, interferometric [11-13] and through-focus microscopy [14-16], also rely on generating overdetermined 
measurement data using multiple measurement configurations. 
The reminder of this article is organized as follows. Section 2 briefly introduces the inverse problem in optical 
scatterometry and then presents the error propagation theory and the measurement configuration optimization method in 
detail. Section 3 introduces the experimental setup, including the setup of a dual-rotating compensator MME as well as 
the profile detail of the investigated Si grating sample. Section 4 provides the simulations and experiments to examine 
the validity of the proposed method. Finally, we draw some conclusions in Section 5. 

2. METHODOLOGY
2.1 Inverse problem in optical scatterometry 
The inverse problem in optical scatterometry is conventionally described as an object to minimize an LSQ function, 
which can be generally expressed as [22]   ],),([)],([),()( T
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where yj is the jth measured data point, and y is the measured signature as a vector containing m data points. fj(x) is the jth 
calculated data point with respect to the profile parameters under measurement as an n-dimensional vector x = [x1, x2, …, 
xn]T and the measurement configuration, which, in general consists of the wavelength, incident angle, azimuthal angle, 
and sample position. f(x,a) is the calculated signature as a vector containing m data points. wj is the jth weight factor, and 
w is an m × m diagonal matrix with diagonal elements {wj}. Consequently, without losing generality, the inverse 
problem in optical scatterometry can be formulated as 
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where x̂ is the solution of the inverse problem under a given measurement configuration *a , and Ω is the associated 
parameter domain. 
2.2 Measurement configuration optimization 
For most of the cases in optical scatterometry, the measurement configuration parameters are not included in the 
parameters under measurement. Hence error analysis involved here only focuses on the profile parameter errors of a 
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nanostructure. Assuming a structural parameter vector x is close enough to the true parameter vector x* under a 
measurement configuration a, and the function f(x,a) is sufficiently smooth, then the function value f(x*,a) can be 
expanded in the vicinity of x using the first order Taylor expansion formulation 
 ,),(-),()(),(-),(),( ** xaxJaxfxxaxJaxfaxf   (3) 
where J(x,a) is the Jacobian matrix with respect to x and it is a function of x and a, and Δx represents the error in x and 
is given by Δx = x- x*. For simplicity, we will use J to take the place of J(x,a) in the following content. While for the 
measurement vector y, it is complicated since it can be regarded as the sum of the true signature F(x*,a) and a 
deterministic offset vector μ and a random noise vector ε [10, 23], 
 ,),( * εμaxFy   (4) 
Here we need to give some explanation about Eq. (4). μ and ε are the additive intrinsic systematic and additive random 
errors induced by the measurement system. While for the operator )(F it is different from )(f . The operator 

)(f presented in Eq. (1) ~ (3) is inherently the theoretical forward modeling operator, which usually represents a 
simplification of the actual measurement system. )(F is an extremely complicated forward modeling operator, which 
represents the actual measurement system and in practice cannot be accurately formulated by any mathematical method. 
Hence, Eq. (4) is the more realistic formulation than the commonly used expression y = f(x*,a) + μ + ε, which only 
considers the additive errors. Inserting Eqs. (3) and (4) into Eq. (1), we have 
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By calculating the derivative of both sides of Eq. (5) with respect to x and setting the derivative equal to zero, we have 
 0.]),(),([ **1/21/2  axfεμaxFwxJw  (6) 
Using the Moore-Penrose pseudo-inverse of w1/2J, we can further derive 
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where wJwJJJ T1T )(~  and εμaxFaxfg  ),(),(~ ** . Eq. (7) indicates the error vector Δx is dominated by the term 
J~ and g~ . However, each element in the term g~ is unable to be achieved accurately. The feasible way for reducing the 
value of x is to reduce the “amplification factor” J~ . Considering the singular value decomposition (SVD) of J~ , we 
have 
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where U, V and r are the n × n orthogonal matrix, the m × m orthogonal matrix and the rank of J~ , respectively. ui and vi are the column vectors of U and V, respectively. Instability arises due to multiplication by large singular values si, and 
that is also the origin of the bloom of regularization techniques [24, 25]. For the kth element Δxk of Δx, we have 
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where uik is the kth element of ui, and ikiik u)(g~ Tgv . Applying the Cauchy-Schwarz inequality, we can deduce 
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where symbol  indicates absolute value, and F
~J denotes the Frobenius norm of J~ . Inequality (11) indicates that we can 
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measurement configuration optimization procedure as 
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where is the domain of measurement configuration a. Expression (12) needs some interpretations. ),(~ axJ is equivalent to J~ in 
essence, and the reason for the use of ),(~ axJ is to emphasize that J~ is the function of x and a. The term )~(max FJx  indicates we firstly 
search for the maximal F),(~ axJ in a small vicinity Ω of the nominal parameter vector x under a given measurement configuration a. 
At each measurement configuration we have a specific maximal F),(~ axJ , then by scanning the domain and picking out those 
measurement configuration a that lead to the term )~(max FJx  smaller than a pre-selected positive real number δ, the optimal set A of 
measurement configuration can be obtained. Each element in A is a potential that corresponds to the relative small n

k
kx

1
. The 

number of elements in A is a function of δ, the choice of which depends on the user’s belief about the reliability of the measurement 
configuration optimization procedure. 

3. EXPERIMENT SETUP 
3.1 Measurement setup and sample description 

 

Fig. 1 (a) Measurement setup of the DRC-MME, and (b) cross-section SEM image of the Si grating. 
A dual-rotating-compensator (DRC) ellipsometer (RC2 ellipsometer, J. A. Woollam Co.) suitable from ultraviolet to 
infrared spectrum as presented in Fig. 1(a) and a self-developed optical modeling software based on rigorous coupled-
wave analysis (RCWA) [26, 27] is used for demonstration. As labeled in Fig. 1(a), the measurement configuration of the 
DRC-MME considered in the present paper consists of the incident angle θ and the azimuthal angle φ, while the 
wavelength λ is kept as constant in the range of 200 ~ 800 nm and the sample position is also fixed. The sample under 
measurement is a (100)-orientation single layer Si grating, whose cross-section image obtained by an SEM (X-SEM) 
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(Nova NanoSEM450, FEI Co.) is presented in Fig. 1(b). The grating parameters under measurement are the top critical 
dimension TCD, the height of grating Hgt, and the bottom critical dimension BCD, while the grating period Pitch is fixed 
at its nominal dimension, i.e., Pitch = 800 nm. 

4. RESULTS 
4.1 Numerical results 
In this section, we firstly calculate the corresponding Mueller matrix of a “perfect” Si grating with whose profile 
parameters TCD, Hgt and BCD being respectively set as 350 nm, 472 nm and 383 nm, after which the simulated different 
types of errors will be added into the calculated pure signature. As described in Section 2.2, the errors include the 
random error ε, the additive system error μ and the non-additive system error contained in F(x*, a). We firstly simulate 
the above three types of errors by considering several main error sources. The random error ε and additive system error μ 
mainly arise from the fluctuation of the measured light fluxes [22] and the bias in a system-independent vector 
respectively, and the standard deviation of ε at a specific wavelength and the specific element of μ can both be set as a 
fraction of root-mean-square (rms) in the Mueller matrix over the full wavelength range of interest [28].The fractions of 
the wavelengths differ from each other, but are all set within the range of 0 ~5% in this article. The simulation of the 
non-additive system error contained in F(x*, a) is more complicated than that of ε and μ, which in the present article is 
simulated by considering the finite numerical aperture of the RC2 ellipsometer, the mechanical positioning errors Δθ and 
Δφ of θ and φ respectively, and the spectral resolution of the monochromator. The values of Δθ and Δφ are set as 0.5 and 
1.0 degree for all the measurement configurations respectively. At a specific measurement configuration a = [θ, φ], we 
can calculate the corresponding contaminated Mueller matrix by following the above simulation process, after which we 
find the maximal F

~J in the vicinity of the nominal values [350, 472, 383] nm of TCD, Hgt and BCD. Here we define the 
“vicinity” as the ranges of 340 ~ 360 nm, 462 ~ 482 nm and 373 ~ 383 nm for TCD, Hgt and BCD respectively. By 
picking out the set of F

~J that are smaller than a pre-selected δ from all the maxima, the optimal measurement 
configuration is expected to be among the set of measurement configurations that correspond to the set of F

~J . The 
ranges of θ and φ considered in this article are 45 ~ 65 degree and 0 ~ 90 degree respectively, and the increments of each 
are set as 5 degree. 

0 30 60 900.01

0.015

0.02

0.025

Azimuthal angle (deg)

Fro
ben

ius
 no

rm 
of t

he 
erro

r pr
opa

gat
ion

 ma
trix

 (a.
u.)

 

 

0 30 60 900

6

12

18

Azimuthal angle (deg)

Sum
 of 

the
 ab

sol
ute

 va
lue

s 
of p

ara
me

ter 
dep

artu
res

 (nm
)

 = 45 (deg)  = 50 (deg)  = 55 (deg)  = 60 (deg)  = 65 (deg)

(a) (b)

 

Fig. 2 The (a) Frobenius norm of the error propagation matrix and (b) sum of the absolute values of geometrical parameter departures 
under different incident and azimuthal angles, respectively. The black dashed line in Fig. 2(a) represents the chosen value of δ, which 
is 0.0125. 
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Figure 2(a) presents the Frobenius norm of the error propagation matrix F
~J under different incident and azimuthal 

angles, while Fig. 2(b) presents the corresponding sum of absolute values of the geometrical parameter departures. As 
expected, Fig. 2(b) presents the same downward trend as that of Fig. 2(a) when the value of azimuthal angle increases. 
We set the value of δ as 0.0125, and pick out those measurement configurations that correspond to values of F

~J smaller 
than 0.0125. These selected measurement configurations should ensure that the corresponding sums of the absolute 
values of parameter departures are as small as possible. 
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Fig. 3 The optimal set of F
~J that are smaller than 0.0125 and the corresponding sums of the absolute values of parameter departures. 

The left axis and right axis of Fig. 3 represent the Frobenius norm of F
~J and sum of the absolute values of parameter 

departures, respectively. As expected, under all these small F
~J , the corresponding extracted error sums are all smaller 

than seven nanometers. While for those large F
~J  , as can be seen in the left part of Fig. 2(b), nearly all of the extracted 

error sums are larger than eight nanometers. But, we should also note that the local trends of the two curves do not match 
with each other because of the effect of the term 

 

n

k
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i
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4.2 Experimental results 

 

Fig. 4 The (a) Frobenius norm of the error propagation matrix and (b) sum of the absolute values of geometrical parameter departures 
under different incident and azimuthal angles, respectively. The black dashed line in Fig. 4(a) represents the chosen value of δ, which 
is 0.0180. 
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In this section we will experimentally demonstrate the effectiveness of our proposed method. The Mueller matrices 
(normalized to m11) were measured at 61 points over wavelengths ranging from 200 to 800 nm with the resolution set as 
10 nm, and the incidence angle and azimuthal angle respectively vary in the range of 45 ~ 65 degree and 0 ~ 90 degree. It 
is not possible to know the actual geometrical values; thus, we make a tradeoff here to just treat the SEM measured ones, 
which are TCD = 350 nm, Hgt = 472, and BCD = 383 nm, as the actual values. The same procedure as presented in 
section 2.2 and 3.2 is performed to calculate the experimental Frobenius norm of the error propagation matrix, whose 
results are presented in Fig. 4(a). As can be seen from this figure, the five curves correspond to different incident angles 
show the similar trend as that of Fig. 2(a); this is not surprising since in the simulation section the actual geometrical 
values are set to be the same as the SEM measured ones, and besides we should also remember that the term F

~J mainly 
depends on the forward operator. With the increase of the azimuthal angle, the Frobenius norm of the error propagation 
matrix decreases. Typically, nearly all of the Frobenius norm of the five curves reach a global minimum around the 
azimuthal angle 80°, which are a little bit different from that in Fig. 2(a). Thus, it is natural to consider setting the 
threshold δ as a value that is just a little bit larger than the global minima of all the five curves. Here, we set δ as 0.018. 
Next, we present the sum of the absolute values of parameter departures for all the measurement signatures under 
different measurement configurations in Fig. 4(b). The parameter departure here represents the difference between the 
extracted geometrical values and the SEM measured ones. 
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Fig. 5 The experimentally optimal set of F
~J that are smaller than 0.0180 and the corresponding sums of the absolute values of 

parameter departures. 
When comparing Fig. 4(a) and Fig. 4(b), we can find that there is not the same decreasing trend. This is not surprising 
since in reality the measurement error sources are far more complex than that in the simulation environment. For 
example, in the one-dimensional silicon grating there are line-edge roughness and line-width roughness, which were not 
considered in the forward operator used in this article. We then picked those summations of absolute values of the 
parameter departures that correspond to the Frobenius norm value smaller than 0.018 and plot them in Fig. 5. As 
expected, all of the summations of the absolute values of parameter departures are smaller than 20 nm, in which the 
global minimum that corresponds to number 4 is even smaller than 8 nm. This demonstrates that by selecting an 
appropriate δ for the term F

~J we can pick out the candidates corresponding to the best measurement accuracy. 

5. CONCLUSIONS 
In summary, we performed the error propagation analysis in the inverse parameter extraction of scatterometry, by which 
we found that the measurement accuracy is partly guaranteed by the pseudo-inverse Jacobian with respect to the 
geometrical parameters. Accordingly, we further deduced that the candidates of the highest measurement accuracy are in 
close relation with the Frobenius norm of the pseudo-inverse Jacobian, which is the core of our proposed measurement 
configuration optimization method. By performing the simulation and experiment for a one-dimensional periodic grating, 
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we have demonstrated the effectiveness of the proposed method. The method is also applicable for optimizing the 
measurement configuration in optical microscopy based wafer inspection systems. We believe the present work will 
provide a different point of view for the accurate nanostructure reconstruction in IC manufacturing.  
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