Improved nanostructure reconstruction by performing data refinement in optical scatterometry
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Abstract
Recently, we have indirectly demonstrated that nanostructure reconstruction accuracy is degraded by the outliers in optical scatterometry, and we have applied the robust estimation method to suppress these outliers. However, the existence of a possible heavy masking effect could result in the risk of low measurement accuracy, since the detection of outliers is simply based on the judgment of residual value. In this work, a novel method is introduced to directly detect outliers, which can provide the intuitional display of outliers in a two-dimensional coordinate system. Moreover, a robust correction step based on the principle of least trimmed squared estimator regression is proposed to replace the conventional Gauss–Newton iteration step, by which the more reliable and accurate nanostructure reconstruction is achieved. The improved reconstruction of a one-dimensional etched Si grating has demonstrated the feasibility of the proposed methods.
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1. Introduction

To meet the requirement of high-volume manufacturing in the semiconductor industry, it is of great importance to perform accurate and precise semiconductor nanostructure metrology [1, 2]. Among all the metrology techniques, optical scatterometry [3–5] can be regarded as the state-of-the-art one according to its inherent advantages such as nondestruction, high sampling rate, large aerial coverage, and low cost [6, 7].

Optical scatterometry is essentially a model-based technique whose success relies heavily on the solvent of the corresponding inverse problem [8]. The inverse problem of optical scatterometry is usually formulated as the nonlinear least square (LSQ) minimization with the target of finding the most similar theoretical signature to the measured one. The most widely used regression algorithms in optical scatterometry are the gradient-based deterministic ones, in consideration of their relatively higher efficiency when compared with the Monte Carlo algorithms [9, 10]. The gradient-based algorithms, such as the Gauss–Newton (GN) method, have iteration steps equivalent to an LSQ fitting with the objective of finding a hyperline that can best fit the data pairs, where each data pair is the combination of a current residual (observation) and a specific row of the linear operator (variable) [11]. It is usually assumed that the measurement errors contained in the residual are normally distributed with a small amplitude; therefore, the current iteration step of the GN method can usually give a reliable estimation of the next iteration result. However, we recently have indirectly demonstrated the irrationality of the normality assumption.
and the existence of large measurement errors due to the superposition of the errors from different sources. We have proposed a robust method based on the principle of robust estimation to suppress these outliers [12, 13]. Although the improved profile reconstruction can be achieved, the success of the robust estimation method highly relies on the detection of outliers, since its strategy is to allot the relatively small weights to the outliers. In the robust estimation method, the detection of outliers is simply based on the judgment of residual value; i.e., the data pair corresponding to the large residual value is treated as the outlier. Therefore, once there exists a heavy masking effect, which refers to the fact that some real outliers might be masked due to the distorted fitting curve when performing the curve-fitting procedure, the robust method still suffers from the risk of low measurement accuracy [14].

In this work, we stand on the viewpoint of least trimmed squared (LTS) estimator [15, 16] to solve the inverse problem in optical scatterometry. The LTS method treats each GN iteration as an LSO fitting over only a subset of the whole data pairs, which means that the rest of the data pairs are qualified as outliers and are rejected in the LSO fitting phase. Unlike the robust estimation method, in which the detection of outliers is simply based on the judgment of residual values within each GN iteration step, the LTS method dynamically adjusts and ranks these residuals, by which the reliable mapping between the outliers and the residual values can be constructed, and thus the masking effect can be avoided effectively.

2. Theory

The inverse problem in optical scatterometry is usually formulated as the minimization of an LSO function

$$\hat{x} = \arg \min_{x \in \Omega} \left\{ \| y - f(x) \|_2^2 w \| y - f(x) \|_2 \right\},$$

(1)

where \( x \), \( \Omega \), \( y \), and \( w \) represent the measurand, the parameter domain of \( x \), the measured signature, the simulated signature, and the weight matrix, respectively. To solve the inverse problem, the GN method is used to iteratively linearize the LSO function, and the iteration result of the \( k \)th step is expressed as

$$\Delta \hat{x}^{(k)} = -\left[ J^{(k)T} J^{(k)} \right]^{-1} J^{(k)T} \Delta y^{(k)}.$$

(2)

Here the terms \( \Delta \hat{x}^{(k)} \), \( J^{(k)} \), and \( \Delta y^{(k)} \) represent the parameter departure vector, the Jacobian, and the residual column vector of the \( k \)th iteration step, respectively, and the superscript \( T \) represents the transpose. By using the expressions \( \tilde{J}^{(k)} = w^{1/2} J^{(k)} \) and \( \tilde{\Delta} \hat{y}^{(k)} = w^{1/2} \Delta y^{(k)} \), we rewrite equation (2) as

$$\Delta \hat{x}^{(k)} = -\left[ \tilde{J}^{(k)T} \tilde{J}^{(k)} \right]^{-1} \tilde{J}^{(k)T} \tilde{\Delta} \hat{y}^{(k)}.$$

(3)

Here we should note that the GN method itself is one kind of iterative regularization method, and the iteration count plays the role of a regularization parameter the same as that in the well-known Tikhonov regularization [17]. Hence, if the iteration count is properly chosen, the GN method is usually convergent to the satisfactory result. Obviously, equation (3) is the LSO solution of the compatible system of equations

$$-J^{(k)}T \Delta x^{(k)} = \Delta \hat{y}^{(k)},$$

(4)

where \( \Delta \hat{y}^{(k)} \) is the optimal approximation of \( \Delta y^{(k)} \) in the subspace \( \mathcal{R}(J^{(k)}) \) under 2-norm; namely, \( \Delta \hat{y}^{(k)} \) satisfies

$$\| \Delta \hat{y}^{(k)} - \Delta y^{(k)} \|_2 = \inf_{\Delta \hat{y}^{(k)} \in \mathcal{R}(J^{(k)})} \| \Delta \hat{y}^{(k)} - \Delta y^{(k)} \|_2,$$

(5)

where \( \| \cdot \|_2 \) and \( \Theta \) denote the 2-norm and space of \( \Delta x^{(k)} \), respectively. Equation (5) can be explained as the search of a hyperplane with the optimal slope \( \Delta \hat{y}^{(k)} \) that best fits the \( m \) data pairs \( (-\tilde{J}_k, \Delta \tilde{y}_k) \), where \( -\tilde{J}_k \) and \( \Delta \tilde{y}_k \) represent the \( k \)th row of \( -\tilde{J}^{(k)} \) and \( k \)th element of \( \Delta \tilde{y}^{(k)} \), respectively. The row number of \( -\tilde{J}^{(k)} \), i.e., variable \( m \), represents the number of wavelength points. If the measurement errors in \( \Delta \hat{y}^{(k)} \) are relatively small, equation (3) usually ensures the relatively accurate value of \( \Delta \hat{x}^{(k)} \). However, in consideration of the superimposed effect of different error sources, some of the \( m \) data pairs may obviously deviate from the majority. These deviated data pairs are called outliers, which will affect the estimation of \( \Delta \hat{x}^{(k)} \) remarkably; therefore, equation (3) can only give the rough estimation of \( \Delta \hat{x}^{(k)} \), which will reduce the measurement accuracy according to error accumulation. Here we propose to correct equation (3) based on the principle of LTS to eliminate \( h \) data pairs that are defined as outliers. The LTS method is proposed by Rousseeuw et al [14] and has demonstrated that it is capable of yielding a reliable analysis of regression data [18]. For simplicity we first express the \( m \) data pairs as a dataset \( Z = \{ (\tilde{J}_k, \Delta \tilde{y}_k) : k = 1, \ldots, m \} \) and represent the \( k \)th residual by \( r_k = \Delta \tilde{y}_k + \tilde{J}_k \Delta \hat{x}^{(k)} \). Then the LTS estimator is defined as the optimal \( \Delta \hat{x}^{(k)} \) denoted by \( \Delta \hat{x}^{(k)} \), which minimizes [14],

$$\Delta \hat{x}^{(k)} = \arg \min_{\Delta \hat{x}^{(k)} \in \Theta} \left\{ \sum_{j=1}^{m-h} (r_{j,m}^2)_{j,m} \right\},$$

(6)

where \( (r_{j,m})_{j,m} \leq (r_{2,m})_{j,m} \leq \cdots \leq (r_{m,m})_{j,m} \) are the ordered squared residuals, and the term \( (r_{j,m})_{j,m} \) represents the \( j \)th squared residual in the ordered sequence containing \( m \) elements. This is equivalent to finding the \( (m-h) \) subset with the smallest LSO function values. The LTS estimate is then the LSO fitting to these \( (m-h) \) data pairs. For the choice of \( h \) value, it is related to the LTS breakdown value and the \( a \) priori knowledge of the nonlinear data pairs’ number; for example, when \( h \) is set as 0.5 or 0.25, then this represents a belief that there is a relatively large or small number of outliers in the data pairs. Currently, there is no general accurate model to predict the value of \( h \) but only the empirical one for some specific cases, such as Rousseeuw’s formula \( h = (m - p - 1)/2 \) [14], where \( p \) is the number of variables in \( x \); here in this article, \( p \) equals 3. Here we set \( h \) as 0.15. Note that equation (6) is also a regression problem, which can be solved effectively by gradient-based algorithms. Different from the robust estimation method that directly allots the
relatively small weights to the data pairs corresponding to the large residuals, the regression in equation (6) can effectively avoid the masking effect on the judgment of outliers [15]. Consequently, the result $\Delta \hat{y}^{(i)}$ obtained by the proposed method is more robust and accurate than the conventional one, since the $h$ outliers have been rejected, and only the ‘pure’ $(m-h)$ data pairs are used for the LSQ fitting. The feasibility of the proposed method is built on top of the belief that some data pairs $(\hat{y}_k, \Delta \hat{y}_k)$ are not regular, and the masking effect is noticeable; therefore, we should demonstrate the existence of the outliers and masking effect firstly. Note that we cannot detect the outliers by visual inspection, since the problem considered in this article is in high dimensions; therefore, we will detect the outliers by plotting standardized LTS residual SR$(r_k)$ versus robust distance RD $(-\hat{J}_k)$. Here SR$(r_k)$ and RD$(-\hat{J}_k)$ are defined as

$$\text{SR}(r_k) = \frac{r_k}{c_{h,m} \left[ \frac{1}{m-h} \sum_{j=1}^{m-h} (r_j^2) \right]^{1/2}},$$

(7a)

$$\text{RD}(-\hat{J}_k) = \sqrt{\left( \hat{J}_k + \hat{\mu} \right)^T \left[ \frac{1}{m-h} \sum_{j=1}^{m-h} (\hat{J}_j^2 + \hat{\mu}^2) \right]^{-1} \left( \hat{J}_k + \hat{\mu} \right)},$$

(7b)

where $r_k$ in equation (7a) is the $k$th residual corresponding to the $k$th wavelength point in a GN iteration step. The term $\sqrt{\frac{1}{m-h} \sum_{j=1}^{m-h} (r_j^2)}$ is calculated from the output of equation (6) that corresponds to the GN iteration step for the calculation of $r_k$ and $c_{h,m}$ makes the denominator part of equation (7a) consistent and unbiased at Gaussian error distributions. In equation (7b) $\hat{\mu}$ and $\hat{\Sigma}$ are the minimum covariance determinant (MCD) estimator location and the scatter estimates [20]. The MCD method looks for the $(m-h)$ observations (out of $m$) whose classical covariance matrix has the lowest possible determinant; thus $\hat{\mu}$ and $\hat{\Sigma}$ are, respectively, the average of these $(m-h)$ data pairs and a multiple of the covariance matrix of these $(m-h)$ data pairs. To know more about MCD we refer the readers to reference [14].

3. Experiment

3.1. Measurement setup and sample description

The effectiveness of the proposed method is validated by the reconstruction of a one-dimensional (1D) etched Si grating, whose cross-section image, obtained by scanning electron microscopy (SEM), is shown in figure 1. We characterize such a grating by a symmetrical trapezoidal model with top critical dimension $TCD$, bottom critical dimension $BCD$, grating height $Hgt$, and period $A$. These parameters, obtained by SEM, are $TCD = 350 \text{ nm}$, $Hgt = 472 \text{ nm}$, and $BCD = 383 \text{ nm}$. In the following experiments, parameters $TCD$, $Hgt$, and $BCD$ are the ones that need to be extracted, while the grating period $A$ is fixed at its nominal value 800 nm. A house-built dual-rotating compensator Mueller matrix ellipsometer [8], together with an in-house optical modeling software package based on rigorous coupled-wave analysis, is used to reconstruct the grating [19]. The Mueller matrices (normalized to $m_{1,1}$) are measured at 61 points over wavelengths ranging from 200–800 nm, which implies that the spectral resolution is selected as 10 nm. In order to simplify the formulation expression of the inverse problem in optical scatterometry, the measurands are unified and written as a vector $\mathbf{x}$; i.e., $\mathbf{x} = [TCD, Hgt, BCD]$.

3.2. Results and discussion

To demonstrate the existence of outliers and the masking effect at each iteration step of the GN algorithm experimentally, we obtain the measured Mueller matrix of the Si grating under a 50° incident angle and 0° azimuthal angle, which is different from the configuration shown in previous work [12, 13]. We present the regression outlier map for the $m$ data pairs in figure 2 according to the above discussions, in which each circle represents a data pair. Figure 2 depicts the 1st ~ 6th iteration steps of the GN algorithm. Data pairs for which the standardized absolute LS residual exceeds the cutoff $\sqrt{\chi^2_{0.975}}$ are considered to be outliers [14]. As can be seen in each sub-figure of figure 2, outliers do exist. Moreover, to demonstrate the existence of the masking effect, we pick out 20 outliers from the first GN iteration step and mark them by red squares, as shown in figure 2(a). With the increase of iteration numbers, we can find from figures 2(b)–(f) that some of the marked outliers from figure 2(a) enter the area between the two dotted lines, which means that the effect of true outliers is masked during the iterations. The masked outliers demonstrate that the fitting has already been distorted. Hence, to reduce the masking effect, it is of great importance to reject some outliers at the beginning of each iteration step, as presented in equation (6). Figure 3 presents the extraction results of $TCD$, $Hgt$, and $BCD$ at each iteration step using the proposed method and the conventional GN method. As expected, the convergent values (350.0, 472.7, 386.0 nm) of $TCD$, $Hgt$, and $BCD$ using the proposed method are closer to the SEM measured values when compared with those obtained by the conventional GN method, i.e., (348.0, 473.5,
Moreover, we can observe that the convergent result is obtained at the 4th iteration in the proposed method. As is well known, it is extremely difficult to know the true values of the grating parameters in practice, which increases the difficulty of accuracy evaluation. Therefore the result presented in figure 3 is only a relative comparison of the extracted parameter accuracy. To further perform the accuracy evaluation and demonstrate the superiority of the proposed method, we extract the grating parameters under different incident angles $\theta$ and different azimuthal angles $\phi$. Though such an evaluation method is a compromise indeed and cannot reflect the exact accuracy estimation, it has the capability to indirectly compare the accuracy among different measurement techniques or methods, as demonstrated by Novikova et al [21]. More specifically, we measure the Mueller matrices of the grating by fixing the azimuthal angle at $0^\circ$ while varying the incident angle from $45^\circ \sim 65^\circ$ with an increment of $5^\circ$. We also perform measurements by fixing the incident angle at $50^\circ$ while varying the azimuthal angle from $10^\circ \sim 30^\circ$ with an increment of $5^\circ$. All the measured signatures are inputted into the GN, the robust estimation [13], and the proposed methods to extract the geometrical parameters, respectively. We calculate the difference between the extracted geometrical values and the SEM-measured geometrical values. The absolute values of these differences are presented in figure 4.

As can be seen in figure 4(a), the proposed method presents a higher measurement accuracy than that of the conventional GN method. Moreover, we can also find that although most of the results obtained by robust estimation are better than those of the GN method, there still exist some violations, such as the values corresponding to incident angles $55^\circ$ and $60^\circ$ in figure 4(a). The reason for the lower accuracy obtained by the robust estimation method is that there exist relatively heavy masking effects, as emphasized above. The same trend can also be observed in figure 4(b). Moreover, we should point out that in figure 4(b) few extracted values of our proposed method are less accurate than that of the robust estimation method, such as the results under an azimuthal angle of $15^\circ$ in figure 4(b). This phenomenon may be due to four reasons: first is the relatively small effect of masked outliers on the robust estimation; second, the value of factor $h$ is underestimated so that some outliers are still kept at each iteration step; third, there is significant correlation between geometrical parameters in the nonplanar incidence mode; and last, the sampling multiple azimuthal angles when measuring line–space structures may increase sensitivity to line-edge roughness [22]. Here we evaluate the effect of factor $h$ on the
Measurement accuracy, since the underestimated $h$ may be one of the major reasons accounting for the accuracy loss of the proposed method, as shown in Figure 4(b). We set $h$ as 0.35 and perform the inverse extraction using the proposed method corresponding to the azimuthal angles of 15°, 20°, and 25°, respectively. The increase of $h$ indicates the belief that there may be more outliers in the measured data. The recalculated results using the proposed method are listed in Table 1 with the results obtained by the robust estimation and SEM for comparison. It can be observed that the recalculated results by the proposed method are closer to the SEM measurements than by the robust estimation when the measurement configurations are (50°, 15°) and (50°, 25°), which to some extent has demonstrated that we can improve the accuracy by adjusting the factor $h$. However, it is worth noting that the robust estimation still presents the higher measurement accuracy when the measurement configuration (50°, 15°) is selected. This phenomenon may reiterate the facts that the effect of some other factors, such as the parameter correlation and the line-edge roughness, cannot be neglected. Thus, it is still of great importance to investigate all the potential reasons accounting for the loss of accuracy in the near future. Overall, the experimental results have demonstrated that the proposed method can realize the more accurate 1D grating reconstruction than that of the conventional GN method and presents superiority over the robust estimation method, since it can avoid the masking effect to some extent. Moreover, the proposed method also presents the potential in the reconstruction of more complex structures, such as the rectangles and L-shaped bidimensional gratings [23, 24], though further detailed investigation is necessary in the near future.

### 4. Conclusion

In summary, we have experimentally demonstrated that outliers reduce the accuracy of $\Delta x^{(i)}$ estimation in solving the inverse problem in optical scatterometry. We have proposed a method based on the principle of LTS to directly detect and eliminate the outliers for estimating more accurate results in each iteration, by which not only the risk of the masking effect is avoided, but also the measurement accuracy has been improved.

---

Table 1. Comparison between the recalculated results by the proposed method and by the robust estimation.

<table>
<thead>
<tr>
<th>$[\theta \ (\deg.), \ \phi \ (\deg.)]$</th>
<th>$TCD \ (\text{nm})$</th>
<th>$Hgt \ (\text{nm})$</th>
<th>$BCD \ (\text{nm})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM</td>
<td>Robust</td>
<td>Proposed</td>
<td>SEM</td>
</tr>
<tr>
<td>(50, 15)</td>
<td>350</td>
<td>348.2</td>
<td>347.7</td>
</tr>
<tr>
<td>(50, 20)</td>
<td>350</td>
<td>347.3</td>
<td>347.9</td>
</tr>
<tr>
<td>(50, 25)</td>
<td>350</td>
<td>346.6</td>
<td>347.1</td>
</tr>
</tbody>
</table>

---

Figure 4. Absolute values of geometrical parameter differences between Mueller matrix ellipsometer and SEM under different (a) incident angles and (b) azimuthal angles. The bars marked with left, horizontal, and right slashes correspond to the values obtained by the conventional GN method, the robust estimation, and our proposed method, respectively.
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