Robust solution to the inverse problem in optical scatterometry
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Abstract: In optical scatterometry, the least squares (LSQ) function is usually used as the objective function to quantify the difference between the calculated and measured signatures, which is based on the belief that the actual measurement errors are normally distributed with zero mean. However, in practice the normal distribution assumption of measurement errors is oversimplified since these errors come from the superimposed effect of different error sources. Biased or inaccurate results may be induced when the traditional LSQ function based Gauss-Newton (GN) method is used in optical scatterometry. In this paper, we propose a robust method based on the principle of robust estimation to deal with the abnormal distributed errors. An additional robust regression procedure is used at the end of each iteration of the GN method to obtain the more accurate parameter departure vector. Simulations and experiments have demonstrated the feasibility of our proposed method.
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1. Introduction

Optical scatterometry [1–3], also referred to as optical critical dimension (OCD) metrology, has been applied in many scopes with great success, such as the process control for back-end-of-the-line (BEOL) [4], the in-chip critical dimension (CD) and overlay metrology [5], and in situ measurement of pattern reflow in nanoimprinting [6]. In general, there are two main procedures in optical scatterometry. The first one involves calculation of the theoretical signature from a diffractive structure using reliable forward-modeling techniques, such as the finite element method (FEM) [7], the boundary element method (BEM) [8], the finite-difference time-domain (FDTD) method [9], and the rigorous coupled-wave analysis (RCWA) [10–12]. Here the general term signature contains the scattered light information of the diffractive structure, which can be in the form of reflectance, ellisometric angles, Stokes elements, and Mueller matrix elements. The second procedure involves the extraction of profile parameters from the measured signature, which is a typical inverse problem with the objective of finding the profile parameters whose calculated signature can best match the measured one.
To solve the inverse problem in optical scatterometry, an objective function, usually the least squares (LSQ) function, is used to quantify the difference between the measured and calculated signatures. To increase the precision and accuracy of the profile parameter extraction, the signature is usually obtained as a vector consisting of several data points at multiple wavelengths or incident angles. Then by using either a library search [13–15] or an iterative optimization such as the Gauss-Newton (GN) method [16, 17] to minimize the objective function, a set of optimal profile parameters corresponding to the best matched calculated signature can be achieved. The general form of the LSQ function contains a set of weight factors representing the reciprocal of variances. The weight factors can be either fixed [18] or varying [19], both of which are built on top of the belief that the measurement errors are normally distributed with zero mean. Consequently, the weighted measurement errors, defined as the measurement errors at all the wavelengths or incident angles divided by their corresponding estimated standard deviations, are considered to follow standardized normal distribution. This belief indicates that the weighted measurement errors at all the wavelengths or incident angles fall into the range $-3 \sim 3$ with a probability of 99.7%. However, in an actual measurement system, normality is only a myth, as Geary pointed out [20]. In optical scatterometry, the superimposed effect from different error sources such as the power fluctuation of the incident beam [19], the imperfect modeling [21], the depolarization effect [22], and even human operation errors will bias the actual statistical property of measurement error from normal distribution. In addition, considering the inevitably inaccurate estimation of variances of measurement errors, some of the weighted measurement errors might way off from the range $-3 \sim 3$, which are called outliers in this paper. Once the outliers exist, the traditional iteration method like GN is willing to distort the calculated signature curve [23] to reduce the outliers, which in turn enlarges the other weighted measurement errors, and thus leads to a biased or even wrong estimation of profile parameters. Therefore, it is highly desirable to develop a method that can effectively reduce the effect of outliers in the profile parameter estimation.

To reduce the outlier effect, one may consider simply rejecting those wavelengths or incident angles that correspond to the outliers. However, it is difficult or even impossible to sort out the outliers from a measured signature directly. In the present paper, based on the principle of robust statistics [24–27], we introduce an additional regression procedure in each iteration of the LSQ-based GN method. Without modifying the experimental measurement setups, the proposed method achieves more robust estimation of profile parameters.

The remainder of this paper is organized as follows. Section 2 introduces the formulation of the inverse problem in optical scatterometry followed by description of the traditional LSQ-based GN iteration method and our proposed robust method. Section 3 presents the measurement setup, sample description, and numerical and experimental results. Then, we draw some conclusions in Section 4.

2. Methods

2.1 Inverse problem in optical scatterometry

Usually, the inverse problem in optical scatterometry is described as an object to minimize an LSQ function, which can be generally expressed as

$$F(x) = \sum_{j=1}^{m} w_j [y_j - f_j(x)]^2 = (y - f(x))^T w (y - f(x)).$$

(1)

Here $y_j$ is the $j$th measured data point, and $y$ is the measured signature as a vector containing $m$ data points. $f_j(x)$ is the $j$th calculated data point with respect to the profile parameters under measurement as an $n$-dimensional vector $x = [x_1, x_2, ..., x_n]^T$, and $f(x)$ is the calculated signature as a vector containing $m$ data points. $w_j$ is the $j$th weight factor, and $w$ is an $m \times m$ diagonal matrix with diagonal elements $\{w_j\}$. If the diagonal element $w_j$ of matrix $w$ is given by $w_j = 1/\sigma^2(y_j)$, where $\sigma(y_j)$ is the standard deviation of the measurement error that follows
the normal distribution, Eq. (1) relates to the commonly used chi-square statistic $\chi^2$. The use of $\chi^2$ is built on top of the belief that the measurement errors are normally distributed with zero mean, namely, the measured signature $y$ can be expressed as

$$y = f(x) + \varepsilon,$$

(2)

where $\varepsilon$ is a vector of multiple random variables with each element corresponding to a normal distribution characterized by a specific standard deviation. Consequently, without losing generality, the inverse problem in optical scatterometry can be formulated as

$$\hat{x} = \arg \min_{x \in \Omega} \{(y - f(x))^T w (y - f(x))\},$$

(3)

where $\hat{x}$ is the solution of the inverse problem, and $\Omega$ is the associated parameter domain.

2.2 Solution to the inverse problem with GN iteration method

In consideration of the highly nonlinear relationship between the $n$-dimensional vector $x$ and the calculated signature $f(x)$, the inverse problem as shown in Eq. (3) is usually solved iteratively until an optimal result $\hat{x}$ is reached. If the result of the current $i$th iteration is represented by $x^{(i)}$, the necessary condition for $x^{(i+1)}$ to minimize $F(x)$ as shown in Eq. (1) is that \( \nabla F(x^{(i+1)}) = 0 \). The relationship between $x^{(i)}$ and $x^{(i+1)}$ can be expressed as

$$x^{(i+1)} = x^{(i)} + \Delta x^{(i)},$$

where $\Delta x^{(i)}$ is the parameter departure vector. By using the Taylor expansion, we can approximate the gradient in the vicinity of $x^{(i)}$ as

$$\nabla F(x^{(i+1)}) = \nabla F(x^{(i)}) + \nabla^2 F(x^{(i)}) \Delta x^{(i)},$$

(4)

where $\nabla F(x^{(i)})$ is the gradient of $F(x)$ at $x^{(i)}$, which can be written in matrix notation as

$$\nabla F(x^{(i)}) = 2J(x^{(i)})^T w \Delta y^{(i)},$$

(5)

where $J(x^{(i)})$ is the $m \times n$ Jacobian with respect to $x^{(i)}$, and $\Delta y^{(i)}$ is the residual column vector given by

$$\Delta y^{(i)} = y - f(x^{(i)}).$$

(6)

The term $\nabla^2 F(x^{(i)})$ in Eq. (4) is the $n \times n$ Hessian matrix at $x^{(i)}$. Since calculation of the Hessian matrix is very time-consuming, it is usually approximated as

$$\nabla^2 F(x^{(i)}) = 2J(x^{(i)})^T w J(x^{(i)}).$$

(7)

Substituting Eq. (5) and Eq. (7) into Eq. (4) and letting Eq. (4) equal zero, we will have

$$J(x^{(i)})^T w J(x^{(i)}) \Delta x^{(i)} = -J(x^{(i)})^T w \Delta y^{(i)}.$$  

(8)

Further we will have

$$\Delta x^{(i)} = -[J(x^{(i)})^T w J(x^{(i)})]^{-1} J(x^{(i)})^T w \Delta y^{(i)},$$

(9)

which assumes that the expression $J(x^{(i)})^T w J(x^{(i)})$ is nonsingular. By conducting Eq. (4) ~Eq. (9) iteratively, we can obtain an optimal result $\hat{x}$, which is usually attributed to the GN iteration [28].

2.3 Robust solution to the inverse problem with robust statistics method

Since in Eq. (9) the Jacobian $J(x^{(i)})$ is only calculated from the forward modeling operator at the current $x^{(i)}$, and $w$ is the known matrix, the estimation of $\Delta x^{(i)}$ is dominated by $\Delta y^{(i)}$. Here $\Delta y^{(i)}$ is the difference between the measured signature and the $i$th calculated signature of the
corresponding profile parameters. If the measurement errors follow the normal distribution, Eq. (9) usually can ensure a good estimation of $\Delta \mathbf{x}^{(0)}$. However, as mentioned in the introduction section, the assumption of normal distribution with zero mean for the measurement error is oversimplified. Actually, the measured signature $\mathbf{y}$ should be formulated as

$$\mathbf{y} = \mathbf{f}(\mathbf{x}) + \mathbf{e} + \mathbf{\mu},$$  \hspace{1cm} (10)$$

where $\mathbf{\mu}$ is a vector of multiple deterministic errors with each element corresponding to a specific value. The deterministic error vector $\mathbf{\mu}$ is the superimposed result by errors from different error sources such as the imperfect modeling [21] and the depolarization effect [22]. Because of the existence of $\mathbf{\mu}$, the direct use of Eq. (9) may lead to a biased or even inaccurate estimation of $\Delta \mathbf{x}^{(0)}$. As such, it is of great importance to give a robust estimation for the $i$th parameter departure vector $\Delta \mathbf{x}^{(i)}$.

To achieve a robust estimation of parameter departure vector $\Delta \mathbf{x}^{(i)}$, we first use the Moore-Penrose pseudo-inverse of $\mathbf{J}(\mathbf{x}^{(i)})\mathbf{w}$ to transform Eq. (8) into

$$\Delta \mathbf{y}^{(i)} = -[\mathbf{J}(\mathbf{x}^{(i)})\mathbf{w}]^\top \mathbf{J}(\mathbf{x}^{(i)})\mathbf{w}[\mathbf{J}(\mathbf{x}^{(i)})\mathbf{w}]^\top \mathbf{J}(\mathbf{x}^{(i)}) \Delta \mathbf{x}^{(i)} = -\mathbf{J}(\mathbf{x}^{(i)}) \Delta \mathbf{x}^{(i)}. \hspace{1cm} (11)$$

As shown in Eq. (11), the estimation of $\Delta \mathbf{x}^{(0)}$ can be treated as a problem to estimate the slope of a hyperline, which can be described as estimating the slope of a hyperline $\Delta \mathbf{x}^{(i)}$ in the $n$-dimensional space with $m$ given input data pairs $(\mathbf{J}(\mathbf{x}^{(i)}), \Delta y_j^{(i)})$. Here $\Delta y_j^{(0)}$ is the $j$th element of $\Delta \mathbf{y}^{(i)}$, and $\mathbf{J}(\mathbf{x}^{(i)})$ is the $j$th row of $\mathbf{J}(\mathbf{x}^{(i)})$. Instead of simply using Eq. (9), we can achieve a robust estimation of $\Delta \mathbf{x}^{(i)}$ by solving the following regression problem

$$\Delta \mathbf{x}^{(0)} = \arg \min_{\mathbf{\Delta} \in \Omega^i} \left\{ \sum_{j=1}^{m} \rho(\Delta y_j^{(i)} + \mathbf{J}(\mathbf{x}^{(i)})\Delta \mathbf{x}^{(0)}) \right\} = \arg \min_{\mathbf{\Delta} \in \Omega^i} \left\{ \sum_{j=1}^{m} \rho(r_j^{(i)}) \right\}, \hspace{1cm} (12)$$

where $\rho$ is a predefined robust objective function, $\Omega^i$ is the parameter domain of $\Delta \mathbf{x}^{(i)}$, $\Delta \mathbf{x}^{(i)} \mathbf{w}$ is the estimated result of the parameter departure vector, and the asterisk is used to distinguish the result obtained by using the robust statistics method from that obtained by Eq. (9). $r_j^{(i)}$ is the residual term equal to $\Delta y_j^{(i)} + \mathbf{J}(\mathbf{x}^{(i)})\Delta \mathbf{x}^{(0)}$. To solve Eq. (12), the GN iteration could be used. For simplicity, we substitute $\Delta y_j^{(i)}$, $\Delta y_j$, $\Delta \mathbf{x}$, $\mathbf{J}$, and $r_j^{(i)}$ for $\Delta y_j^{(i)}$, $\Delta y_j$, $\Delta \mathbf{x}^{(i)}$, $\mathbf{J}^{(i)}$, and $r_j^{(i)}$, respectively. Consequently, the problem described in Eq. (12) can be rewritten as

$$\Delta \mathbf{x}^{(0)} = \arg \min_{\Delta \mathbf{x}^{(0)} \in \Omega^i} \left\{ \sum_{j=1}^{m} \rho(\Delta y_j^{(i)} + \mathbf{J}^{(i)} \Delta \mathbf{x}^{(0)}) \right\} = \arg \min_{\Delta \mathbf{x}^{(0)} \in \Omega^i} \left\{ \sum_{j=1}^{m} \rho(\tilde{r}_j^{(i)}) \right\}. \hspace{1cm} (13)$$

Starting with an initial guess $\Delta \mathbf{x}^{(0)}$, the GN iteration can be written in this context as

$$\Delta \mathbf{x}^{(i+1)} = \Delta \mathbf{x}^{(i)} - (\mathbf{J}^{(i)} \mathbf{Q}^{(i)} \mathbf{J})^{-1} \mathbf{J}^{(i)} \mathbf{Q}^{(i)}\mathbf{P}^{(i)}. \hspace{1cm} (14)$$

Here $k$ indicates the $k$th iteration, $\mathbf{P}^{(i)}$ is the gradient vector for the term $\sum_{j=1}^{m} \rho(\tilde{r}_j^{(i)})$ with respect to $\tilde{r}_j^{(i)}$, and $\mathbf{Q}^{(i)}$ is a $m \times m$ diagonal matrix with entries

$$Q_{ij} = \rho^\ast(\tilde{r}_j^{(i)}), \hspace{1cm} (15)$$

where $\rho^\ast$ represents the second derivative of the robust objective function with respect to $\tilde{r}_j^{(i)}$. Defining the weight function as $\omega(p) = \rho'(p)/p$ where $p$ is an arbitrary scalar variable [29], we can get another iteration scheme.
\[
\Delta \hat{x}^{(i+1)} = \Delta \hat{x}^{(i)} - (J^T S^{(i)} J)^{-1} J^T S^{(i)} (\Delta \hat{y} + J \Delta \hat{x}^{(i)}),
\]

where \( S^{(i)} \) is a diagonal matrix with entries \( S_{jj}(k) \). As can be seen in Eq. (16) and Eq. (17), this method only requires knowledge of the weight function \( \omega(p) \). In the present paper, the weight function \( \omega(p) \) is chosen as the Andrews’s hard redescender [30],

\[
\omega(p) = \begin{cases} 
\frac{c_A \sin pc_A}{p}, & |p| \leq \pi c_A, \\
0, & |p| > \pi c_A,
\end{cases}
\]

where \( c_A \) is a tuning constant and \( p \) is an arbitrary scalar variable. The definition of \( \omega(p) \) in (18) indicates that \( \rho(p) \to 0 \) when \( |p| \) is sufficiently large. \( c_A \) is set as 1.339 to ensure the robust regression is approximately 95% as statistically efficient as the LSQ estimates, provided the measurement error follows a normal distribution with no outliers. Since Andrews’s hard redescender is applied, the weight factor corresponds to each residual \( \hat{r}_{ij}^{(i)} \) is adjusted at each iteration, which is different from Eq. (1) in which the weight factors are set as constant during the whole regression. By repeatedly conducting Eq. (13) – Eq. (17) we can get the estimate \( \Delta \hat{x}^{(i)} \), which is more robust than the estimate \( \Delta x^{(i)} \) obtained by using Eq. (9).

In summary, the proposed method introduces an additional “inner” GN iteration in the \( i \)th iteration of the “outer” GN iteration using Andrews’s hard redescender. Instead of using Eq. (9) directly, a robust parameter departure vector \( \Delta \hat{x}^{(i)} \) can be achieved. We shall point out that this robust statistics method can be applied not only in scatterometry, but also in the general problem of model fitting in ellipsometry and related thin film measurements, provided that the expression \( J(x^{(i)})^T w J(x^{(i)}) \) is nonsingular. This implies that the Jacobian \( J(x^{(i)}) \) is of full column rank and thus leads to \( \Delta y^{(i)} = -J(x^{(i)}) \Delta x^{(i)} \).

3. Results

3.1 Measurement setup and sample description

A self-developed dual-rotating compensator Mueller matrix ellipsometer (DRC-MME) prototype suitable from ultraviolet to infrared spectrum [31, 32] is used for demonstration. Data analysis is performed using the in-house developed optical modeling software based on rigorous coupled-wave analysis (RCWA) [10–12]. As schematically shown in Fig. 1(a), the system setting of the DRC-MME in order of light propagation is PCr1Scr2A, where P and A stand for the fixed polarizer and analyzer, respectively, Cr1 and Cr2 refer to the first and second frequency-coupled rotating compensators, respectively, and S stands for the sample. With the light source used in this ellipsometer, the available wavelengths are in 200 to 1000 nm range, covering the spectral range of 200 to 800 nm used in this paper. With the dual-rotating compensator setting, we can obtain the full Mueller matrix elements of the sample.

The investigated sample is a one-dimensional (1-D) etched Si grating, whose scanning electron microscope (SEM) cross-section image is shown in Fig. 1(b). The etched Si grating is chosen for this study due to its long-term dimensional stability, high refractive index contrast, and relevance to the semiconductor industry [33]. Optical properties of Si are taken from [34]. As depicted in Fig. 1(b), a cross-section of the Si grating is characterized by a symmetrical trapezoidal model with top critical dimension \( TCD \), bottom critical dimension \( BCD \), grating height \( Hgt \), and period \( Pitch \). Dimensions of the structural parameters that obtained by SEM are \( TCD = 350 \) nm, \( Hgt = 472 \) nm, and \( BCD = 383 \) nm. In the following experiments, profile parameters of the Si grating that need to be extracted include \( TCD \), \( Hgt \), and \( BCD \), while the grating period is fixed at its nominal dimension, i.e., \( Pitch = 800 \) nm.
3.2 Numerical results

In this section, we simulate the measurement process of Si grating by firstly calculating its corresponding Mueller matrix. The values of profile parameters $TCD$, $Hgt$ and $BCD$ of the Si grating are set as 350 nm, 472 nm and 383 nm respectively. The measurement configuration is $45^\circ$ incident angle and $10^\circ$ azimuthal angle. Then the simulated normal distribution errors are added into the calculated Mueller matrix to form the “measurement” signature. The standard deviation or noise level of the simulated normal distribution error at a specific wavelength is set as a fraction of root-mean-square (rms) in the Mueller matrix over the full wavelength range of interest. The fractions of the wavelengths differ with each other, but are all within the range of $0 \sim 5\%$. To know more about the modeling of a specific normal distribution error, we refer the readers to [16]. Finally, the GN method and our proposed method are used to extract the profile parameters from the “measurement” signature. The values of $TCD$, $Hgt$ and $BCD$ extracted by our proposed method are 350.4 nm, 471.9 nm and 382.6 nm, respectively, which are in coincidence with the extracted values 350.5 nm, 471.4 nm, and 383.9 nm obtained by the GN method. The above simulation has demonstrated that our proposed method is effective in dealing with the normal distributed errors.

As described in the Introduction section, there are many different types of error sources that make contribution to the measurement errors. Since simulating all these types of error sources is impossible, we add some known simulated error sources to the “measured” signature described in the above paragraph instead. The error sources simulated here include the finite numerical aperture of the DRC-MME, the spectral resolution of the monochromator, and the biases of the estimated standard deviations of measurement errors. The simulation method of the former two error sources were directly taken from [22], while for the last one the bias of each estimated standard deviation was randomly chosen within the range of $-0.003 \sim 0.003$, which ensures the absolute bias is less than $20\%$ of the estimated standard deviation. After injection of the errors above, the LSQ based GN method and the proposed robust method are used to extract the profile parameters from the “measured” signature respectively. The iteration results of $TCD$, $Hgt$ and $BCD$ for both the two methods are presented in Fig. 2, in which we can obviously find that the proposed robust method converges to the more accurate solution. For more clarity, Fig. 3 displays the weighted “measurement” errors, in which we can find that some data are obviously out of the range $-3 \sim 3$. 

Fig. 1. (a) Measurement setup of the dual-rotating-compensator Mueller matrix ellipsometer, and (b) cross-section SEM image of the one-dimensional trapezoidal etched silicon grating.
The above simulation has demonstrated that our proposed method is more robust than the GN method. Moreover, the results of the extracted values of profile parameters under different incident angles (with fixed 10° azimuthal angle) and azimuthal angles (with fixed 45° incident angle) are presented in Fig. 4, in which we can find that nearly all the extracted values achieved by our proposed method are closer to the true values than those obtained by the traditional GN method.
3.3 Experimental results

In this section, we perform experiments to further compare our proposed method with the GN method for extracting profile parameters. The measured Mueller matrix is obtained under an incident angle of 45° and an azimuthal angle of 10°. The extracted profile parameters are presented in Table 1, in which we can observe that the values of TCD, Hgt, and BCD extracted by our proposed method are 3.1 nm, 1.6 nm and 5.3 nm closer to the SEM measurements than those obtained by the GN method.

Table 1. Mean values of TCD, Hgt, and BCD obtained by different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>TCD (nm)</th>
<th>Hgt (nm)</th>
<th>BCD (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEM</td>
<td>350</td>
<td>472</td>
<td>383</td>
</tr>
<tr>
<td>GN</td>
<td>343.5</td>
<td>476.4</td>
<td>393</td>
</tr>
<tr>
<td>Proposed</td>
<td>346.6</td>
<td>474.8</td>
<td>387.7</td>
</tr>
</tbody>
</table>

To explain the differences of profile parameters extracted by our proposed and the GN methods, we shall demonstrate that the measurement errors are not normally distributed with zero mean. Note that in practice to accurately obtain the measurement errors is not possible; instead, we calculate the fitting differences between the measured Mueller matrix and the best calculated Mueller matrix by the GN method. Figure 5 depicts the fitting differences together with their corresponding standard deviations. Each signature data point corresponds to a standard deviation of a measurement error, thus the standard deviations at different wavelengths also differ from each other. We then calculate the weighted fitting differences of the Mueller matrix elements obtained by the GN method, as shown in Fig. 6, where the weighted fitting differences are the fitting differences divided by the standard deviations.
Fig. 5. Fitting differences between the measured and the best calculated Mueller matrices, and the standard deviations of the measurement errors used in the LSQ function. The best calculated Mueller matrix is obtained by the GN method.

Fig. 6. Weighted fitting differences of Mueller matrix elements. The blue squares represent the weighted fitting differences at different wavelengths, and the red and black dotted lines in each sub-figure represent $-3$ and $3$ respectively.

From Fig. 6, we indeed observe many large data points that are out of the range $-3$ to $3$. These outliers have demonstrated that the normal distribution assumption of measurement errors is not valid.
errors is not valid. Actually, the measurement errors contain not only the random errors, but also the deterministic errors [16], as shown in Eq. (10). The deterministic error at a specific wavelength has no influence on the standard deviation of the measurement error. However, the deterministic error does have non-ignorable influence on the value of the weighted fitting differences, since the GN method cannot exclude the deterministic error effects. Consequently, the weighted fitting differences may be dragged out of the range $-3 \sim 3$ by the deterministic error effects. In consideration of the fact that the deterministic errors differ with each other at different wavelengths, the weighted fitting differences then present the diversity, as can be seen in Fig. 6.

Unfortunately, the true values of the profile parameters are unknown in practice, which increases the difficulty of accuracy estimation. As an alternative, we can indirectly estimate the accuracy by varying the incident and azimuthal angles [35]. From this point of view, we measure the Mueller matrices of the 1-D etched Si grating by fixing the azimuthal angle at $10^\circ$ while varying the incident angle from $45^\circ \sim 65^\circ$ with an increment of $5^\circ$. We also perform measurements by fixing the incident angle at $45^\circ$ while varying the azimuthal angle from $10^\circ \sim 30^\circ$ with an increment of $5^\circ$. Figure 7 depicts the extracted values of $TCD$, $Hgt$ and $BCD$ from these two sets of measurements. As shown in Fig. 7(a), at different incident angles the extracted $TCD$s, $Hgt$s and $BCD$s obtained by our proposed method are all closer to the SEM measured values compared with those obtained by the GN method. The same trend is also observed in Fig. 7(b) for different azimuthal angles. These experiments and discussions have demonstrated again that the normal distribution assumption of measurement errors is not always valid, and outliers are inevitable. They also have confirmed that our proposed method outperforms the traditional LSQ-based GN method when dealing with the outliers.

![Fig. 7. Experimentally extracted TCDs, Hgt s and BCDs by varying (a) the incident angle and (b) the azimuthal angle. Black squares and triangles represent the values obtained by the LSQ-based GN method and our proposed method respectively. Black dash dotted lines represent the SEM measured values.](image)

4. Conclusions

In summary, we have numerically and experimentally demonstrated that it is not always valid to assume that the measurement errors in optical scatterometry are normally distributed. In this case, if the objective function is set as the LSQ function, the traditional iterative methods like the GN method leads to a biased estimation of profile parameters. To reduce the effect due to the abnormal distribution, we have proposed a robust parameter estimation method based on the principle of robust statistics, which has been proved to achieve more accuracy than the traditional GN method.
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