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Femtosecond photoacoustic detection is a powerful all-optical technique for characterizing metal nanofilms.
However, the lack of accurate descriptions of the temperature-dependent optical properties of metal nanofilms
during ultrafast thermal processes hinders the deep understanding of this dynamic behavior, leading to
compromised measurement accuracy. To address this, we developed Critical Point Models (CPMs) for copper and
AlCu nanofilms to describe their dynamic optical properties during photoacoustic testing. By integrating dynamic

behavior into ultrafast laser-matter interaction and acousto-optic processes, we explored the temperature effects
throughout testing. Numerical simulations were performed to analyze the temperature, stress, and surface
reflectivity distributions of the nanofilms. Compared to experimental results, our dynamic models significantly
improved prediction accuracy for both copper and AlCu nanofilms. This highlights the importance of temper-
ature dependence in femtosecond photoacoustic testing and validates our model’s capability to capture the
behavior of metal nanofilms under ultrafast laser irradiation.

1. Introduction

Metal nanofilms play a vital role in integrated circuits, new energy
technologies, and sensors due to their exceptional properties, including
electrical and thermal conductivity, reflectivity, and catalytic activity.
These unique characteristics make them indispensable in advancing
technology and industry. Accurate characterization of their properties is
essential for ensuring reliable performance in both research and indus-
trial applications. Femtosecond photoacoustic testing has emerged as a
leading method for the characterization of opaque metal nanofilms,
offering significant advantages such as high resolution, sensitivity, and
non-destructive measurement capabilities[1,2]. This technique employs
ultrafast pump pulses to excite high-frequency acoustic waves (up to
hundreds of GHz) and captures these waves with probe pulses, enabling
high-precision, non-contact, all-optical measurements|3].

However, in femtosecond photoacoustic testing, the measurement
process is dynamic. The non-uniformly distributed and rapidly changing
temperature field, induced by ultrafast laser irradiation, along with its
diffusion process in the material, continuously affects the thermophys-
ical and optical properties of the nanofilm. The dynamic behavior of

these properties, in turn, influences the photoacoustic testing process,
particularly the ultrafast laser-matter interaction and acousto-optic
detection[4]. Ignoring this dynamic behavior will compromise the
deep understanding of femtosecond photoacoustic testing. Therefore, an
accurate predictive method for the temperature-dependent thermo-
physical and optical properties of metal nanofilms is essential. Addi-
tionally, a comprehensive measurement model that includes the
dynamic process is crucial. Such a model can predict experimental
outcomes under diverse lighting conditions and with different metal
types. This is particularly beneficial for optimizing laser parameters for
different metal nanofilms. For complex nanostructures, a precise model
can minimize the resources required for data collection, which is critical
for the efficacy of deep learning recognition methods[5].
Understanding thermophysical properties in ultrafast laser-matter
interactions has advanced significantly. The Two-Temperature Model
(TTM), first proposed by Anisimov[6], has been widely used and
modified[7-10] to describe the non-equilibrium heating process in these
interactions. The electron thermal conductivity during ultrafast
laser-matter interactions is calculated using a semiempirical formula by
Anisimov and Rethfeld[11]. Later, Migdal et al. proposed an approach
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combining first-principle calculations with analytical models to deter-
mine the heat conductivity of copper nanofilms[12]. The electron heat
capacity and the electron-phonon coupling factor were calculated by Lin
and Zhigilei based on the electron density of states[13]. For the optical
properties of metal materials under laser irradiation, significant efforts
have been made. The Drude model, including the Fermi smearing effect,
was utilized to calculate the surface reflectivity and absorption co-
efficients under different temperature fields by Eesley[14]. Later, Fisher
et al. modified the Drude model by considering both interband and
intraband contributions in laser absorption to achieve a more precise
evaluation of the surface reflectivity and absorption coefficients in
copper and aluminum|[15,16]. To account for the contribution of bound
electrons to the electromagnetic wave response, Powell enhanced the
Drude model by introducing Lorentz oscillators, leading to the devel-
opment of the Lorentz-Drude Model (LDM) [17]. Building on this, Rakic
et al. used LDM with multiple Lorentz oscillators to fit the optical
property curves of various metals[18]. Furthermore, to address the in-
accuracy of LDM when the laser wavelength approaches the absorption
peak of the metal material, Etchegoin et al. introduced the critical point
analysis of interband transitions to study the temperature-dependent
optical properties of gold[19]. Based on this critical point model
(CPM), Tsibidis calculated the thermomechanical response and damage
threshold of gold[20]. Later, the CPMs were demonstrated to achieve
greater accuracy in describing the permittivity of gold and silver
compared to LDMs by Vial and Laroche[21]. For the application of CPM
in copper, Ren et al. investigated the optical properties of copper under
varying temperature fields using a critical point model that included
three Lorentzian terms[22]. These studies highlight the importance of
considering temperature-dependent properties during ultrafast
laser-matter interactions.

Despite these advancements, research on temperature-dependent
dynamic processes under ultrafast laser irradiation has mainly focused
on ultrafast laser processing with high-intensity light sources[23]. Only
a few types of metal materials have established corresponding CPMs,
and there is a lack of study on introducing CPM into photoacoustic
non-destructive testing using low-intensity lasers as light sources. Most
studies emphasize the dynamic processes during ultrafast laser-matter
interactions[24]. However, this is only one part of the comprehensive
measurement model needed for femtosecond photoacoustic testing. The
model must also account for the propagation and detection of acoustic
waves. Few  studies have considered the impact of
temperature-dependent properties in these latter processes, resulting in
less accurate measurement models and limiting the broader application
of photoacoustic methods.

To address these limitations, we developed a dynamic model that
fully accounts for the dynamic behavior of metal nanofilms throughout
femtosecond photoacoustic testing. We introduced a CPM with three
Lorentzian terms specifically designed for copper nanofilms and another
CPM with four Lorentzian terms tailored for AlCu nanofilms (composed
of 95 % aluminum and 5 % copper). After validating these models with
experimental data, we integrated the CPMs into a measurement model
that includes the TTM for ultrafast laser-matter interaction and the
acousto-optic processes for pump-probe detection. We then conducted
numerical simulations to analyze the entire testing process, focusing on
temperature, stress, and surface reflectivity distribution of the nano-
films. The numerical results of dynamic model, when compared with
experimental signals, show a significant improvement in accuracy across
various laser parameters and nanofilm materials. This advancement
represents a substantial leap in the accuracy of measurement models for
photoacoustic detection, paving the way for more reliable diagnostics of
metal nanofilms.

2. Theoretical framework

In femtosecond photoacoustic testing, the pump-probe technique is
widely used to generate high-frequency acoustic waves. In this method,
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a femtosecond laser pulse (pump) first excites the metal nanofilm,
creating a non-uniform temperature distribution and generating acous-
tic waves. A subsequent probe pulse, delayed by a controlled time in-
terval, then interrogates the nanofilm to produce a time-domain curve
with characteristic features. The schematics of femtosecond photo-
acoustic testing and pump-probe detection are shown in Fig. 1. This
unique all-optical technique enables researchers to capture time-
dependent dynamics on the femtosecond timescale, significantly
improving the measurement accuracy of femtosecond photoacoustic
testing.

To gain a deeper understanding of the ultrafast dynamic processes
during this all-optical testing, it’s essential to develop a theoretical
model that fully considers the temperature-dependent properties of
metal nanofilms. Therefore, we propose corresponding CPMs for copper
and AlCu nanofilms to accurately describe the dynamic behavior of their
optical parameters under varying temperature conditions.

2.1. Critical point models for metal nanofilms

When the laser wavelength gets close to a metal’s absorption peak,
where interband transitions are dominant, the accuracy of the LDM
decreases. To overcome this limitation, we introduce critical point
analysis of interband transitions. The critical point refers to the energy
level in a metal where the probability of an interband transition changes
significantly, usually corresponding to the top or bottom of the band
structure. This point is essential for determining the material’s optical
properties. Unlike the LDM, the CPM provides a deeper understanding of
how interband transitions affect the optical properties of materials. CPM
has been successfully applied to gold, silver, and copper, showing good
accuracy in predicting their optical properties[19-21].

A critical point model with three Lorentzian terms for copper and a
critical point model with four Lorentzian terms for AlCu are proposed to
evaluate the temperature-dependent optical properties of nanofilms
during photoacoustic testing. The CPM can be expressed as[25]:

— wpz n (1)
A= yire T 29
G; = Ajw; (" (0 — o — ir)" + e (w; + o +il;)") 2)

where ¢, is the high-frequency limit dielectric constant, w,, is the plasma
frequency, I is the damping term equal to the reciprocal of electron
relaxation time (z.), n is the number of oscillators, A; is the dimension-
less critical point amplitude, wj is the energy of gap, ¢; is the phase, [} is
the broadening and the y; represents the order of the pole. In Eq. (1), the
first two terms represent the contribution of the traditional Drude
model, while the last term represents the interband transitions described
by critical point analysis for a finite frequency range.

The order of the poles (i) is typically determined for each gap to
satisfy the dimensionality of the Van Hove singularity in the joint den-
sity of states for the interband transitions[26]. However, many features
in the dielectric functions can be represented equally well by poles of
different orders. A practical approach is to start with the simplest order
poles until the desired accuracy is achieved, since the meanings and
values of w; and I'; will not change significantly based on the exact
choice of y;[19].

For the CPM used in this paper, both for copper and AlCu nanofilms,
we chose y; = —1 and achieved satisfactory fitting accuracy with the
experimental results. Based on this choice, the full critical point model
can be written as:

2 ith; ity
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where ¢; and ¢, represent the real and imaginary parts of the dielectric
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Fig. 1. Schematic of femtosecond photoacoustic pump-probe detection.

function, respectively. The parameters in Eq. (3) for different metal
nanofilms are determined by simulated annealing method[27], and the
fitting results will be presented and discussed later in Section 3.

To incorporate the effect of rapid behaviors in electron and lattice
temperatures into the measurement model, the damping term /" in the
CPM under various temperature conditions can be expressed as:

r-t
T,

e

= Ve—ph(Tm TZ) + I/e—e(Te) (4)

where v,_p; and v,_ are the electron momentum relaxation rates due to
electron-phonon and electron-electron collisions, respectively.

Since photoacoustic testing is a non-destructive process, the laser
intensity is relatively low, and the electron temperature will be signifi-
cantly lower than the Fermi temperature of the material. In this situation
(KpT.<<Er), ve_ph can be written as[15]:
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where ¢; = Bihgs, . = B.hqs, ¢; = Bihqps, @, = Phgss, i =
(KBTI)"l, B = (KBTB)"l, E is the deformation potential constant, E is
the Fermi energy, kr is the Fermi wave vector, p is the density, s is the
longitudinal sound velocity, mg is the effective mass, m, is the mass of a
single electron, g is the phonon wave vector, and g, is a constant
determined by fitting I" to the DC conductivity data.

For the second term on the right-hand side of Eq. (4), when KgT. <EF,
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The complex refraction index (n + ix) of metal nanofilms can be
calculated as[18]:

1/2
& + (812 + 822)1/2 !
) )]
2
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Finally, the surface reflectivity R and absorption coefficient @ can be
determined using the Fresnel Equations:

ehi — et 5 e 4 e (2kp)* — gp*
,1)(e¢e+1)q dq+» x (er —1)(ere +1) 4 B
)
102 4,2
R— (Tl 1)2 + K (9)
(n+1)" +«x2
a = 4nfx/c (10)

where the c is the speed of light in a vacuum.
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2.2. Measurement model for photoacoustic testing

In this section, the dynamic behavior of temperature-dependent
properties is integrated into the measurement model of femtosecond
photoacoustic testing, which includes ultrafast laser-matter interaction,
the generation and propagation of acoustic waves, and acousto-optic
detection.

During femtosecond photoacoustic testing, the ultra-short laser pulse
excites only the electron system without significantly heating the lattice,
leading to a non-equilibrium heating process. This distinct thermal
response, resulting from the short duration of the laser pulse compared
to the characteristic times between electron and lattice interactions,
requires treating their temperature distributions as separate subsystems.
The Two-Temperature Model (TTM) was proposed to describe this non-
equilibrium heating process in ultrafast laser-matter interactions. The
temporal and spatial evolution of the electron temperature (T.) and the
lattice temperature (T}) are calculated according to TTM as follows[6]:

JdT, 0 JaT,
e e)ﬁz&(’(ea> -G(T.-T)+Q an
aT,
G(Ty) 5 = G(Te —Ty) 12)

where C is the heat specific, T is the temperature, « is the thermal
conductivity, G is the electron-lattice coupling factor, and Q is the
volumetric laser heat source. The quantities with subscripts e and [ are
associated with the electrons and lattice, respectively. Eqs. (11) and (12)
assume that heat transport in the electron and lattice systems follows the
classical Fourier law, which is valid for laser pulses longer than several
tens of femtoseconds. The duration of the light sources used in this work
ranges from 107 to 276 fs. The diffusion term in Eq. (12) is ignored
because the timescale of heat accumulation is significantly longer than
that of single pulse irradiation.

The one-dimensional model of volumetric heat source generated by
the laser energy deposition of a Gaussian laser beam in both time and

space can be expressed as[9]:
_ B _(1=R)Jp 2\ (t=25)\°
Q0 = 2 el (2) () a3

where R is the surface reflectivity, Jy is the peak fluence (at z = 0)
carried by laser pulse, t, is the laser pulse duration defined as the full
width at the half maximum (FWHM) intensity of a laser pulse, z; is the
optical penetration depth equal to the reciprocal of absorption coeffi-
cient (a), L is the film thickness, and § = 4In2.

In addition to the optical properties, variations in thermophysical
properties should also be considered during the ultrafast laser-matter
interaction. As mentioned earlier, the laser intensity used in this work
is kept low to avoid damage to the nanofilms. Based on preliminary
calculations, the maximum electron temperature will be lower than
3200 K. In this situation (KpT.<<EF), the electron heat capacity can be
written as[28]:

C(T.)=CoeT, 14

where C, is reference specific heat of the electron. The electron thermal
conductivity can be given by[19]:

1 —
Ke(Tm Tl) = §.CE1)2 o7, (15)

0% ~ vp* + 3K T, /m, (16)

where v2 is the characteristic value of the electron velocity square and vy
is the Fermi velocity, given approximately by vp = fikp/mgp. According
to the study by Lin and Zhigilei[13], the electron-lattice coupling factor
G can be assumed to be constant during the testing process given the
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relatively low electron temperature.

In solid photoacoustic testing, the essence of acoustic waves is the
thermoelastic stress and strain induced by the nonuniform heat distri-
bution resulting from laser irradiation. Based on preliminary calcula-
tions, the variation in lattice temperature will remain much lower than
the electron temperature. In this situation, the thermoelastic properties
of the lattice system can be treated as constant. Therefore, the one-
dimensional model for the generation and propagation of acoustic
waves in isotropic materials can be expressed as[29]:

*u, 1-v, Pu, 0T,

e 1y 0 Py an

where p is the density, u, is the displacement in z-axis, v, is the Poisson’s
ratio, B is the bulk modulus, and a7 is the thermal expansion coefficient.
The thermoelastic strain distribution in this one-dimensional model can
be given by 1,, = du,/0z.

In this work, we employ the time-delayed pump-probe technique to
detect the high-frequency acoustic waves. These acoustic waves are
detected by the probe pulse through measuring the relative change in
surface reflectivity. It should be noted that both the pump pulse and the
probe pulse are derived from the same laser source and share the same
wavelength.

According to the study by Osamu Matsuda et al., the amplitude co-
efficient for the electric field affected by a small perturbation
Ae = F5(z —2') corresponding to a strain pulse at a depth of 2’ under the
nanofilm surface can be given by r = iFk%/(2k;), where
ki = kn = k(n+ix) and k represents the free-space wave number. The
total reflected electric field from the nanofilm surface can be written as
[30]:

-
rEO) = <r0 +—LF’;kt°t°e2ikﬂ>E<°> (18)
1

where ry is the reflection coefficient, t, and t; are the transmission co-
efficients  determined by the Fresnel Equations: ry =
(1 —n—ix)/(1 +n+ix), ty = 2/(1 +n+ix), and to = 2(n +ix)/(1 +n +ix),
and E% is the initial electric field. The reflection coefficient for a general
distribution of strain Ae(z) can be calculated by integrating such con-
tributions:
ikz ng * 2ik; 2
r=ro+—toty / Ae(2)e*™* dy (19)
2k1 JOo

where the integral accounts for the contributions of strain at different
depths z within the nanofilm. The relative change in reflectance
or =r—rp induced by the propagating thermoelastic strain ,,(%,t) can
be written as:

or(t)  4ikn dn . dx

(dmz * ldnzz

- ~2
To 1-n

) / T @ )€ dy (20)
0

where dn/dn,, and dkx/dy,, are wavelength-dependent photoelastic
constants. From the relative change in reflectivity given by 6R/Ry =
2Re(dr/ry), the Eq. (20) can be simplified to[31]:

()= [ flemle e o
f(z) :fo[% sin (4”7“2 - 5") + ;K cos(4”T"z — P)|e 22)

_ o) e (et ) )
where fo = 8 F ISy n(nzﬂz,l)). In

the dynamic measurement model, the temperature-dependent optical
properties in Eq. (22) are calculated using the Critical Point Model
(CPM) to account for the effects of temperature variations.

, and ¥ = arctan(
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3. Results and discussion
3.1. Fitting results of critical point models

As mentioned in Section 2, we used the simulated annealing method
to determine the parameters in Eq. (3) for copper and AlCu nanofilms.
For copper, we selected three oscillators based on previous studies,
which demonstrated that this number provides satisfactory fitting ac-
curacy for Cu[22]. Since AlCu is a more complex alloy, additional os-
cillators were needed to improve the fitting accuracy of the CPM. It is
important to note that while increasing the number of oscillators could
further enhance the fitting accuracy—since, theoretically, any line
shape can be modeled with enough oscillators—this would introduce
“artificial” transitions that do not correspond to actual physical pro-
cesses[19]. As a result, the parameters would lose their physical sig-
nificance. Therefore, we settled on four terms for AlCu, as this provides
an optimal balance between fitting accuracy and maintaining a physi-
cally meaningful model. The resulting parameters for copper (with z, =
34.0 fs at room temperature) and AlCu (with 7, = 8.0 fs at room tem-
perature) are listed in Table 1 and Table 2, respectively.

In Fig. 2, the optical properties (surface reflectivity and absorption
coefficient) calculated by the CPM for copper and AlCu nanofilms are
compared with experimental data[32], along with the fitting results
obtained by the traditional Drude model and the LDM. While the CPM
generally shows better fitting accuracy at room temperature compared
to the other models, there is a noticeable discrepancy for AICu nanofilms
in the 800-900 nm wavelength range. We attribute this difference to the
more complex optical absorption behavior of AICu material, as it is an
alloy with more intricate characteristics than pure metals. Increasing the
number of oscillators could potentially improve accuracy in this range.
However, given the computational resources required to do so, we
consider the fitting error within this specific wavelength range accept-
able. Even with this discrepancy, the CPM model still provides a
significantly better fit for the absorption coefficient compared to the
traditional Drude model and the LDM.

For the function of v,_ps, according to the studies by Fisher et al. and
Ren et al., the exact values of the material parameters in Eq. (5) are listed
in Table 3.

Fig. 3 shows the calculated optical parameters of the nanofilm as a
function of electron temperatures, with the lattice temperature fixed at
315 K (since the variation in lattice temperature during actual photo-
acoustic testing is far less than the variation in electron temperature,
usually in the tens of K). Fig. 3(a) corresponds to the reflectivity and
absorption coefficient of copper nanofilm for a 515 nm wavelength light
source, and Fig. 3(b) corresponds to the reflectivity and absorption co-
efficient of AlCu nanofilm for a 920 nm wavelength light source. The
selection of laser light source parameters is consistent with our

Table 1
Parameters in critical point model tailored for copper
nanofilms[18,22].

Parameter (units) Value

oo 3.686

wp (rad-s™) 1.34 x 10'°
I (rad-s™) 2.94 x 1013
A 0.7435

s 5.2686

w; (rad-s™?) 3.5468 x 10'°

Iy (rads™) 5.5444 x 10
Ay 1.5222

&y 7.4936

wy (rad-s™1) 9.3467 x 10'°
Iy (rad-s™1) 2.5059 x 10
As 11.8746

&3 6.1984

w3 (rad-s™1) 4.2304 x 10™
I (rad-s™1) 1.0001 x 10'*
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Table 2
Parameters in critical point model tailored for AlCu nano-
films[18].
Parameter (units) Value
€0 1
wp (rad-s™) 2.39 x 10'°
I (rads™) 1.25 x 101
A 644.4784
& —-3.1136
@ (rad-s™1) 4.2585 x 10'*
Iy (rads™) 1.6179 x 102
Ay 9.8110
&y —0.3168
wy (rad-s™1) 2.2874 x 10'°
Iy (rad-s™1) 5.9060 x 10
As 170.8614
&3 —3.4664
w3 (rad-s™1) 9.3046 x 10
I's (rad-s™) 3.4815 x 10'°
A4 15.3988
b4 5.0673
wy (rad-s™") 2.7195 x 10'®
Iy (rad-s™) 2.3574 x 10'°

experimental setup. As shown in Fig. 3, as the electron temperature
increases, the surface reflectivity of the nanofilm decreases, while the
absorption coefficient increases. This trend applies to both copper and
AlCu films irradiated by different light sources.

3.2. Results of temperature-dependent model

To understand the physical processes with dynamic properties and
explore the influence of dynamic parameters during testing, numerical
simulations are performed using the dynamic measurement model. The
temperature distribution, stress distribution, and changes in surface
reflectivity are calculated and visualized. These results are then
compared with those obtained from the original model with constant
parameters. Furthermore, the numerical results of 6R(t) are compared
with experimental signals to validate the fitting accuracy of the pro-
posed model.

The finite difference method (FDM) is used to solve the heat con-
duction equation and determine the temperature distribution in the
nanofilms, while the finite element method (FEM) is employed to solve
the momentum equation and calculate the stress and strain distribution.
Both FDM and FEM share a numerical implementation with a time step
of 2 fs and a grid size of 5 nm. A time step of 2 fs ensures accurate res-
olution of the ultrafast energy exchange dynamics between the electron
and lattice systems. Under the selected experimental conditions, the
electron relaxation time for AlCu nanofilms is ~ 8 fs at room tempera-
ture, decreasing to ~ 7 fs as the temperature increases. For copper
nanofilms, the electron relaxation time is ~ 34 fs at room temperature,
decreasing to ~ 20 fs with rising temperature. This reduction is attrib-
uted to a shift from electron-phonon to electron-electron collisions as the
dominant relaxation mechanism at elevated temperatures[15]. In line
with the Nyquist sampling theorem, a time step of 2 fs is sufficient to
capture these ultrafast dynamics without introducing aliasing effects.
The grid size of 5 nm was chosen to accurately resolve the acoustic
waves generated by femtosecond laser pulses, which can have fre-
quencies in the range of tens to hundreds of GHz. For a 100 GHz acoustic
wave, the longitudinal velocity in metallic materials is ~ 5000 m/s,
corresponding to a wavelength of around 50 nm. According to the
Nyquist sampling theorem, a 5nm grid size provides the necessary
spatial resolution to capture the propagation of ultrasonic signals
effectively while maintaining a balance between computational accu-
racy and resource efficiency. Additionally, based on the Courant-Frie-
drichs-Lewy (CFL) condition for the one-dimensional wave equation,
the CFL value of the simulation model can be calculated as
se At/Az ~ 0.002, where s is the longitudinal velocity, At is the time



Z. Wang et al.

(@) 1

0.9

208 _
s
k31
Q
3
7 0.7 4
© Experiment
—Present
0.6 - - -L-D Model i
: Drude Model
05 . . . .
500 700 900 1100 1300
Wavelength (nm)
© 100 : : : .
096

© Experiment

ey
2 —Present
S 092 - - -L-D Model ]
% == Drude Model
=4
0.88 b
0.84 - - L ;
500 700 900 1100 1300 1500
Wavelength (nm)

(b)

Photoacoustics 41 (2025) 100678

-
[
T

Absorption coefficient (um’1)
~
(=}

o Experiment

65 —Present &
- - -L-D Model
otXofo Drude Model
OOO
55 L L L
500 700 900 1100 1300 1500
Wavelength (nm)

© Experiment
Present

= ==-L-D Model b
- Drude Model

900

1100

1300 1500

Wavelength (nm)

Fig. 2. (a) Reflectivity at room temperature versus wavelength calculated by different models for copper nanofilms (b) Absorption coefficient at room temperature
versus wavelength calculated by different models for copper nanofilms (c) Reflectivity at room temperature versus wavelength calculated by different models for

AlCu nanofilms (d) Absorption coefficient at room temperature versus wavelength calculated by different models for AlICu nanofilms.

Table 3

Parameters in v,_,;, function for metal nanofilms[15,22].

Parameter (units)

Value for copper Value for AlCu

= (eV) 3.99 5.162
Er (eV) 7 11.63
p (kgm~%) 8960 2700
s(ms™) 5.01 x 10° 6.42 x 10°
Mepe (Me) 1.39 1.20
gy (m™ 1) 8.97 x 10° 4.769 x 10°
107
(@) 6065 . . . . . . 6.166
N T Surface Reflectivity 16.164
0.606 F S — Absorption coefficient
H6.162
0.6055 | H6.16
2
= H6.158
50605
% 16.156
,
0.6045 - H6.154
H6.152
0.604
H6.15
0.6035 L . L . : ! 6.148
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ient (um"1)

Absorption coeffi

step, and Az is the grid size. This CFL value is much smaller than 1,
ensuring the stability and convergence of the numerical calculations

[33].

For the FDM, the differential approximation uses a forward differ-
ence scheme for the temporal domain and a central difference scheme
for the spatial domain. Regarding the boundary conditions, a Robin
boundary condition is applied at the upper boundary to account for
convective heat transfer between the nanofilm and air, while a Neumann
boundary condition is used at the lower boundary to describe the con-
tinuity of heat flow between the nanofilm and the underlying material

(b) x10°
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Fig. 3. (a) Reflectivity and absorption coefficient of copper nanofilms versus electron temperature for a 515 nm wavelength light source (b) Reflectivity and ab-
sorption coefficient of AICu nanofilms versus electron temperature for a 920 nm wavelength light source.
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Table 4
Laser parameters and material properties[13,28].

Parameter (units) Value for copper Value for AlCu

Jo Jm™?) 77 34

t, (fs) 276 107

o (rad-s™1) 3.66 x 10'° 2.05 x 10°

Co Jm3K™) 96.8 135

G (Im 3K 3.43 x 10° 2.42 x 10°

G 5.6 x 10'° 3.1 x 107

vp 0.34 0.35

ar (K1) 16.7 x 107 23.1 x107°

B 114.58 x 10° 77.78 x 10°

L (nm) 1000 500

Z (Pa-ssm™ 1) 42.66 x 10° 17.33 x 10°
[34].

For the FEM, the upper boundary is considered a free boundary, and
the lower boundary includes an acoustic impedance model to compute
the transmission and reflection of acoustic waves between the nanofilm
and the underlying material. The reflection coefficient of acoustic waves
can be given by Ry = (Zin —Zem)/(Zin +Zem ), Where Zi, and Z, represent
the acoustic impedance of incident and emergent media, respectively
[35]. The laser parameters and material properties used for numerical
calculations are listed in Table 4.

The substrate material for both AlCu and copper nanofilms is silica
glass. As an amorphous material, silica glass lacks the lattice and elec-
tronic system parameters characteristic of crystalline materials such as
copper and AlCu. To avoid inconsistencies in the table’s contents, the
relevant parameters of silica glass are provided separately: a density of
2200 kg/m?, a longitudinal velocity of 5800 m/s, an acoustic imped-
ance of 12.76 x 10° Pa-s/m, a thermal conductivity of 1.4 W/(m-K), a
heat capacity of 1.54 x 10° J/(m®K), and a thickness of 5000 nm.

Figs. 4(a) and 4(b) illustrate the variations in surface reflectivity and
absorption coefficient for copper nanofilms and AlCu nanofilms under
femtosecond pulse irradiation, respectively. The normalized laser pro-
files are also shown. As depicted, during ultrafast laser-matter interac-
tion, the surface reflectivity of the nanofilm rapidly decreases, while the
absorption coefficient increases with rising electron temperature. These
variations reach their peaks at 0.65 ps for copper nanofilms and 0.25 ps
for AlCu nanofilms, correlating positively with the pulse duration of the
light source (276 fs for copper and 107 fs for AlCu). Subsequently, as
heat transfers from the electron system to the lattice system, the electron
temperature decreases, causing the surface reflectivity to gradually rise
and the absorption coefficient to gradually decrease.

Fig. 5 presents the temporal distribution of electron and lattice
temperatures on the surface of the nanofilms as calculated by different
models. The solid red line represents the dynamic model with dynamic

%107
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optical properties, while the dashed blue line represents the original
model with constant optical properties. The results show that both
electron and lattice temperatures are higher when calculated with dy-
namic optical properties. For copper nanofilms, the maximum electron
and lattice temperatures calculated with dynamic properties are
2215.1 K and 331.8 K, respectively, compared to 2043.6 K and 329.1 K
for constant properties. For AlCu nanofilms, the maximum electron and
lattice temperatures calculated with dynamic properties are 857 K and
315.5 K, respectively, compared to 846.8 K and 315.2 K for constant
properties. The temperature rise in the copper film is significantly higher
than in the AlCu film due to the higher laser fluence and lower reflec-
tivity of copper at a wavelength of 515 nm compared to AlCu at 920 nm.

Fig. 6 shows the longitudinal stress profiles within the nanofilm at
various times. The solid line indicates the acoustic pressure distribution
calculated with dynamic properties, while the dashed line represents the
distribution with constant properties. Fig. 6(a) and (b) reveal that as
time progresses, the fluctuations and amplitude of acoustic pressure
decrease and spread in the depth direction. The dynamic model shows
higher stress values, reflecting a stronger thermal response due to the
incorporation of temperature-dependent properties.

To validate the fitting accuracy of our model, we compared the nu-
merical results with experimental signals. The experimental setup was
based on a conventional pump-probe scheme. For the copper nanofilm, a
laser source with a pulse duration of approximately 276 fs, a central
wavelength of 515 nm, and a repetition rate of 54 MHz was used. For the
AlCu nanofilm, the laser source had a pulse duration of about 107 fs, a
central wavelength of 920 nm, and a repetition rate of 80 MHz. The laser
output was split into pump and probe beams using a beam splitter. The
pump beam was chopped at ~ 2 MHz by an acousto-optic modulator
(AOM) for lock-in detection to improve the signal-to-noise ratio (SNR).
An optical delay line was placed in the path of the probe beam to control
the time delay between the pump and probe pulses before they reached
the nanofilm surface. Both beams were focused onto the nanofilm sur-
face, ensuring their spots overlapped. The pump beam was nearly
perpendicular to the surface, with a spot size of 20 x 15 pm, corre-
sponding to peak laser fluences of 77 J/m? for copper and 34 J/m? for
AlCu. The probe beam was incident at ~ 45 degrees to the sample sur-
face, resulting in a spot size of 10 x 8 ym, and the intensity of the re-
flected probe was measured by a photodetector. The lock-in amplifier
used was the MFLI-5M (Zurich Instruments, Zurich, Switzerland). The
photodetector bandwidths were 150 MHz (PDA10A2, Thorlabs,
Newton, NJ, USA) for copper and 200 MHz (PDA200MA, Discov-
eryoptica, Beijing, China) for AlCu. This experimental setup achieved a
time resolution of 12 fs, enabling precise measurements of ultrafast
dynamics.

Fig. 7 displays the comparison between the numerical results of 5R(t)
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1.0486

(b) 108
0.903 : - 1.0491
N N e -11.049

e {10489 =

0.902 | o =

z 7 k5]

Z — Laser pulse 11.0488 5

s K i X - Surface Reflectivity &

= —— Absorption coefficient S

K P 41.0487 ©

~ =

=

2

=]

2

-1

<

1.0485

0.9

1.0484
1

Time (ps)

Fig. 4. (a) Variations of surface reflectivity and absorption coefficient of copper nanofilms under laser irradiation (b) Variations of surface reflectivity and absorption

coefficient of AICu nanofilms under laser irradiation.
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obtained from the dynamic model and the experimental signals, along-
side results from the original model. In both Fig. 7(a) and (b), the dy-
namic model shows improved agreement with the experimental data in
the early stages compared to the original model with constant parame-
ters. However, as the electron-lattice temperature stabilizes, the results
from both constant and dynamic parameters become nearly identical.
Between the initial peak and the second peak (the echo signal reflected
from the lower boundaries of the nanofilm), discrepancies between the

numerical and experimental results emerge, with the deviation being
more pronounced in the copper nanofilms (Fig. 7(a)) than in the AlCu
nanofilms (Fig. 7(b)).

These discrepancies can be attributed to three main factors. First, the
simulation assumes ideal, homogeneous materials, while actual copper
and AlCu nanofilms deviate from this idealization. Porosity, grain
orientation differences, and surface roughness, which are common in
films fabricated via magnetron sputtering[36], affect material properties
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Fig. 7. (a) Comparison of experimental signal and simulated signal of the copper nanofilm calculated by different models (b) Comparison of experimental signal and

simulated signal of the AlCu nanofilm calculated by different models.

and signal behavior. Porosity affects specific heat and thermal expansion
uniformity[37]. It also increases acoustic wave scattering, which re-
duces the longitudinal wave velocity[38]. Grain orientation variation
introduces anisotropy in bulk modulus and thermal expansion[39].
Surface roughness enhances light scattering, reducing reflectivity and
increasing laser energy absorption[40]. Surface oxidation, inevitable
during storage and measurement, further reduces reflectivity and in-
creases energy absorption[41]. Second, the boundary conditions in the
simulation are simplified for computational efficiency but differ from
experimental reality. Surface roughness, oxidation, and interfacial de-
fects between the nanofilm and substrate alter acoustic wave reflection
and scattering behaviors, further contributing to deviations[42]. Third,
unavoidable background noise contributes to the discrepancies. This
effect is more pronounced in copper nanofilms because different laser
sources were used for copper and AlCu to account for their distinct
optical absorption characteristics. Copper nanofilms, which absorb more
energy, exhibit larger deviations due to their higher excitation power.
The oscillations observed in the calculated curves, particularly for
copper nanofilms in Fig. 7(a), provide additional insight into these
discrepancies. Starting at approximately 370 ps, these oscillations are
primarily caused by two factors. First, the higher energy absorption and
longer electron relaxation time (~34 fs at room temperature) of copper
lead to slower energy exchange between the electron and lattice sys-
tems. This prolonged relaxation generates sustained and intense

acoustic waves, which interact and superimpose, producing the
observed oscillations. Second, the free boundary condition applied at
the upper boundary in the FEM model allows for complete reflection of
acoustic waves without energy loss. As a result, these reflected waves
interact with internal waves, further amplifying the oscillations. In
contrast, AlCu nanofilms in Fig. 7(b), simulated using the same model,
exhibit minimal oscillations due to lower absorbed energy and a shorter
electron relaxation time (~8 fs at room temperature). This enables faster
electron-lattice energy exchange and smoother acoustic wave dynamics.
Moreover, the reflection coefficient between AICu and silica glass
(~0.15) is significantly lower than that between copper and silica glass
(~0.54), resulting in much weaker reflected signals from the lower
boundary[35]. This reduced reflection strength decreases the interac-
tion between subsequent reflections at the upper boundary, further
diminishing the observed oscillations.

In experimental signals, these oscillations are largely absent due to
scattering and dissipation effects. Surface roughness induces multiple
scattering events, randomizing the phase of reflected waves. Addition-
ally, surface oxidation and internal defects, such as grain boundaries and
porosity, dissipate acoustic energy during propagation, further sup-
pressing oscillations. To better match experimental observations, we
explored the application of partial absorbing boundary conditions to the
upper boundary to simulate gradual dissipation of acoustic waves. This
approach reduced the amplitude of reflected waves and significantly
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mitigated the oscillation issue. However, determining the optimal ab-
sorption coefficient remains a challenge: an excessively high coefficient
leads to the rapid disappearance of echo signals, weakening the reflec-
tive characteristics necessary for accurate simulation, while a low co-
efficient fails to sufficiently suppress oscillations. Further parameter
analysis and experimental validation are required to refine the boundary
conditions for improved agreement with experimental results.

Finally, we conducted a parameter sensitivity analysis to evaluate
the influence of key factors on the photoacoustic signals. During the
photothermal conversion phase, laser parameters (laser fluence, pulse
duration, wavelength) determine energy absorption and heat distribu-
tion within the material[43]. In the thermoacoustic excitation phase, the
electron-lattice coupling factor regulates energy transfer rates, while
thermal expansion coefficients and bulk modulus influence thermal
expansion and the intensity of the generated acoustic waves[13]. In the
propagation phase, longitudinal sound velocity and acoustic impedance
govern the propagation and reflection behaviors of the acoustic wave
[35]. This analysis identified three critical parameters: laser parameters
dictate the initial intensity of the photoacoustic signal; the
electron-lattice coupling factor governs its initial signal shape; and the
longitudinal wave velocity and acoustic impedance of nanofilms jointly
determine the intensity, shape, and arrival time of the echo signal.

Despite the observed discrepancies, the dynamic model demon-
strates significantly better agreement with experimental data compared
to the original model, especially during the initial phase. This highlights
the importance of incorporating temperature-dependent properties and
dynamic behaviors into the measurement model for femtosecond pho-
toacoustic testing of metal nanofilms.

4. Conclusions

In summary, this study presents the development and validation of a
dynamic temperature-dependent measurement model for femtosecond
photoacoustic testing of metal nanofilms. This model fully considers the
dynamic behavior of temperature-dependent properties throughout the
testing process, enhancing our understanding of the physical processes
in ultrafast photoacoustic characterization. Initially, we proposed a CPM
with three Lorentzian terms for copper and another with four Lorentzian
terms for AlCu nanofilms to accurately describe the dynamic behavior of
their optical properties under varying temperature conditions. Both
models were validated by comparing the calculated optical properties
with experimental data, demonstrating accurate fitting across wave-
lengths ranging from 500 to 1500 nm. Subsequently, we integrated the
CPM into a comprehensive measurement model to account for dynamic
processes throughout the testing. Numerical simulations of temperature
distribution, stress distribution, and changes in surface reflectivity were
performed. The dynamic model showed higher accuracy in predicting
experimental outcomes for different materials under various light
sources, confirming its ability to capture the dynamic behavior of metal
nanofilms during ultrafast photoacoustic testing. The successful inte-
gration of CPM and TTM in the dynamic model paves the way for more
accurate and efficient characterization techniques in the field of ultra-
fast laser-matter interactions.
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