Noise-robust ptychography using dynamic sigmoid-remolding
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\textbf{ARTICLE INFO}

\textbf{ABSTRACT}

Ptychography is a promising technique for phase retrieval, allowing for super-resolution imaging with a coherent beam source that shifts. The complex transmission function of illumination and object can be retrieved with the support of a ptychographic iterative kernel. When subjected to noisy datasets, conventional reconstruction algorithms can easily be trapped in local minima or even fail to convergence. The present work proposes a new approach called dynamic sigmoid-remolding ptychographic iterative engine (dsPIE) that relies on a dynamic convex optimization strategy. The dsPIE method is designed to improve the robustness in ptychography against detector noise. Computational and experimental results show that the proposed dsPIE method exhibits high robustness and finer reconstructed stability for mixed detector noises that conventional PIE algorithms typically struggle to converge. This method has important implications for the field of computational imaging in high-noise environments.

1. Introduction

Ptychography is a scanning coherent diffractive imaging (CDI) technique [1] that relies on an approach of improved phase retrieval method by shifting illumination with no need for imaging lenses [2]. It solves images beyond the diffraction limit and achieves optical super-resolution which is only determined by the wavelength of the radiation source and the effective numerical aperture of the diffraction intensity detector [3]. In recent years, with the improvement of coherent light sources [4,5], ptychography has been widely applied as a super-resolution imaging method in biomedical imaging [6–8], three-dimensional (3D) nanostructure characterization [9], and integrated circuit (IC) manufacture [10], etc.

In practical applications, the instabilities of system, such as incoherence of illumination, probe drifting, detector noise, nonuniformity of specimen, etc., will significantly decrease the performance of ptychography. Researchers have conducted further studies around these issues for several years, and some remarkable results have been reported. For example, to deal with the incoherence of illumination, Thibault et al. proposed a mixed-state formulation to match the state of partial coherence by means of decomposing the mixed state into a set of fully coherent illumination modes in ptychography [11]. In Huijts et al’s research, the incoherence of broadband illumination was reduced to fully coherent diffraction by a monochromatized formula in the ptychographic process [12]. Groups of position correction scenarios based on cross-correlation were presented to eliminate the influences of the probe drifting [13–15], axial calibration [16,17], and scattering effects [18,19] on ptychography. Additionally, Tang et al. introduced a variable-aperture to eliminate the requirement for mechanical aperture scanning [20], Li et al. proposed a co-phase error detection approach in ptychography, enabling the simultaneous detection of piston, tip, tilt, and decenter errors [21]. The presence of noise introduces additional complexity to ptychography, rendering it a more challenging and non-convex optimization problem. To reduce the detector noise, one strategy is direct noise removal, which is however usually restricted by specific cases [22]. Another strategy is to improve the robustness of the algorithm, such as the least-squares solver for generalized maximum-likelihood ptychography [23], adaptive iterative guided filtering for suppressing background noise [24], and momentum-accelerated ptychographic iterative engine (mPIE) methods [25], which are capable to improve the convergence speed by enhancing the robustness to noises. Besides, Wu et al. [26] utilized a loss correction algorithm with adaptive
step size, effectively mitigating noise during the convergence process. Zuo et al. [27] also proposed an adaptive step-size strategy in Fourier ptychography, and proved that the optimization of step size in ptychography contributes to the enhancement in reconstruction.

In this paper, we focus on the convergence behavior of ptychography under detector noise conditions, and demonstrate a regularized optimization with a dynamic sigmoid decision function that we call under detector noise conditions, and demonstrate a general regularized improve the reconstructed quality and robustness against noise. Section 2, we firstly formulate the measured diffraction modulus projection constraint under noisy conditions in measurement as an unconstrained convex minimization problem. And then, by analyzing the convergence behaviors of the weight functions in ptychography, the dsPIE method is introduced to improve the reconstructed quality and robustness against noise. Section 3 and Section 4 presents the simulations and experimental results, respectively. Results demonstrate that the proposed dsPIE presents an ability of high robustness towards noise with finer convergence than existing PIE algorithms. Finally, the discussion and conclusion are summarized in Section 5.

2. Theory and methods

2.1. Weight functions in ptychography

Ptychography can be considered as a constrained optimization problem, whose solution is defined by a common complex-valued coherent illumination function $P(r)$ and a complex-valued transmission function $O(r)$, and the two-dimensional (2D) exit wave $Ψ_p$ is given by

$$Ψ_p = O_p \cdot P_p, \forall r \in R.$$  (1)

where $P_p$ is a 2D coherent illumination function called the probe, $O_p$ is the local region $r$ of the object transmission function located at the $j$-th (where $j = 1, 2, \ldots, J$) probe position, and $R$ represents a set comprising all scanning positions $J$. A given propagator $\mathcal{F}$ is applied to propagate the exit wave radiation $Ψ_p$ in the real space to the reciprocal space generating the specific complex-valued diffracted wavefront $Ψ_m$, as expressed as

$$Ψ_m = \mathcal{F}[Ψ_p].$$  (2)

herein, the propagator $\mathcal{F}$ denotes the fast Fourier transform (FFT) as a particular operator among various phase retrieval methods, such as the conventional CDI [28,29], Bragg ptychography [30], Fourier ptychography [27,31], etc. Since Fraunhofer propagation and its inverse formula act as an analog computer to perform Fourier transformation, the FFT can be applied to accelerate the ptychographic solving speed.

Eqs. (1) and (2) assume an ideal scenario where the light-matter interaction in Fraunhofer diffraction follows the transmission geometry that is noise-free. However, considering the detector noise during the diffraction data acquisition process, higher diffraction orders exhibit a decrease in intensity with respect to the angle of diffraction, resulting in lower signal-to-noise (SNR) for higher-order diffraction images compared to lower-order ones in measurement with noise, thus, the captured diffraction pattern $I_m$ in the far-field is mixed with detector noise, we utilized a widely-used noise model in photography to analyze the primary noise sources in the acquisition of diffracted images [32,33], the properties of diffraction pattern mixed with detector noise can be modeled as

$$I_m \sim \text{Poisson}(t \cdot \alpha \cdot |Ψ_p|^2) + \text{Poisson}(t \cdot g \cdot D) + \text{Normal}(0, \sqrt{\sigma_{\text{read}}^2 + \sigma_{\text{ADC}}^2}).$$  (3)

where $t$, $\alpha$, and $g$ stands for the exposure time, the quantum efficiency, and the analog amplifier in detector, and $D$ is the dark current noise. The $\sigma_{\text{read}}$ and $\sigma_{\text{ADC}}$ denote the variances of readout process and analog-to-digital converter (ADC) process in detector, respectively. When a scene radiant flux $Ψ_p$ reaches the detector with a given exposure time $t$, the accumulated photons are converted to electrons in proportion to their number with a given QE $\alpha$, which introduces photon noise. Additionally, some electrons are randomly released simultaneously, leading to dark noise $D$. The total number of electrons follows a Poisson distribution. Additionally, both readout noise and ADC noise are additive noise sources that are independent of the scene and exposure, and typically follows a zero-mean Gaussian distribution. Thus, the measured diffraction $I_m$ is coupled with the mixed noises as

$$I_m = N_W + N_D + N_{\text{add}}.$$  (4)

where $N_W$ denotes the diffraction intensity mixed with photon noise, $N_D$ denotes the Poisson distributed dark noise, and $N_{\text{add}}$ is the Gaussian distributed additive noise.

The ptychographic reconstruction algorithm typically starts with an initial guess of the object $O(r)$ and sometimes the probe $P(r)$ if the probe is not given in advance, then it proceeds with exit wave function $Ψ_p$, and gets the diffracted wavefront $Ψ_m$. A new exit wave $Ψ_p$ is generated by the inverse FFT propagator of $Ψ_m$, replacing the amplitude information with the square root of $I_m$

$$Ψ_p = \mathcal{F}^{-1}[\sqrt{I_m}] = \mathcal{F}^{-1}[\sqrt{N_W + N_D + N_{\text{add}}}]$$  (5)

The update strategy described in Eq. (2) and Eq. (5) follows the principles of alternating projections. In an ideal scenario without noise, $Ψ_p$ would provide an improved estimation of $Ψ_p$ by enforcing the modulus constraint on the diffraction intensity. However, the presence of detector noise makes the updated $Ψ_p$ to be coupled with ambiguity. Ptychography solves the complex object $O(r)$ and the probe $P(r)$ simultaneously by minimizing the L2-norm based cost function as

$$\hat{O}(r), \hat{P}(r) = \arg \min_{O(r), P(r)} \sum_j \left( \sqrt{I_m} - |Ψ_m| \right)^2.$$  (6)

In practice, the presence of detector perturbation noise poses a significant challenge as Eq. (6) becomes a non-convex optimization problem, frequently leading to ptychographic reconstructions being trapped in local minima. Although further improvements in ptychographic iterative engine (PIE) have shown promise in phase retrieval, its effectiveness is limited when dealing with high levels of noise.

The PIE algorithms are usually sequentially operated in a specific update order, such as algorithms as PIE [28], ePIE [28], and rPIE [25]. Here we give a general update expression in the ptychographic update progress

$$O_p = O_p + \frac{\text{conj}(P_p)}{|P_p|^2} \left( |Ψ_m| - Ψ_p \right)$$  (7)

where $w_p$ is the weight function of the updated object estimate, and $\epsilon$ is a small real number to avoid zero-divide infinity. Here, a comparison of weight functions for the PIE, ePIE, and rPIE are given by

$$w_p = \begin{cases} \frac{|P_p|^2}{|P_p|_{\text{max}}^2} + a \frac{|P_p|_{\text{max}}^2}{|P_p|} : & w_p \in \text{PIE} \\ a|P_p|^2 : & w_p \in \epsilon\text{PIE} \\ |P_p|^2 : & w_p \in \epsilon r\text{PIE} \end{cases}$$  (8)

where $a$ denotes the step size of the weight function $w_p$.

It turns out that ePIE makes a very basic change from PIE by replacing the normalized probe magnitude information with the normalized probe intensity, while rPIE can be interpreted as a regularized version of ePIE. To straightforwardly demonstrate the influences of these different weight functions, Fig. 1 illustrates the distribution curves of the beam wavefront for different weight functions with different step sizes of $a$. The beam shape of the probe $P(r)$ is assumed as a complex-
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Fig. 1. Distribution curves of the beam wavefront of the indicative object

weight functions of typical PIE algorithms. The black curve shows a gaussian beam wavefront distribution as a reference. Blue, green, and red curves represent the weight functions of the rPIE, ePIE, and PIE, respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

valued Gaussian distribution, which is the case for the most common situations of incidence beam. The bandwidth of each weighting distribution varies significantly among different types of weight functions. rPIE exhibits a broader bandwidth (blue curves), indicating improved performance in regions where the probe modulus is dim [34], resulting in faster minimization. Furthermore, the weight functions are highly sensitive to the step size parameter \( \alpha \). This sensitivity adds complexity to the selection of an optimal step size for practical ptychography applications. Careful consideration and experimentation are necessary to choose a suitable step size that ensures accurate and reliable results.

It is important to note that the PIE family algorithms, which employ a “minibatch stochastic gradient descent” approach with the partial Lipschitz constant as the step size [35], exhibit similar performance under ideal (noise-free) conditions when an appropriate step size is chosen. However, in practical scenarios involving problematic noisy datasets described in Eq. (3), the convergence performance of these algorithms may be significantly and differently affected. This degradation in performance can be attributed to the non-convex nature of the phase retrieval problem and the improper choice of step size [36]. PIE-type algorithms, being incremental gradient approaches, are particularly sensitive to noise and often struggle to converge to satisfactory solutions when a constant step size is used [27]. Theoretical analysis above and experimental results in the subsequent section further support this observation.

2.2. Dynamic sigmoid-remolding ptychography (dsPIE)

Ideally, the rigorous alternating projection approach and its inverse form align perfectly with the ptychographic update, satisfying both the modulus constraints in the detector plane and the “overlapping” constraints in the sample plane. This alignment allows for a successful reconstruction. However, in the presence of mixed noise, the quality of reconstruction can be compromised as the modulus constraints are disrupted by the mixture of noises. Fundamentally, the phase retrieval problem in this issue represents a non-convex and non-linear optimization problem. Few phase retrieval strategies guarantee to “skip over” all local minima and achieve theoretical global convergence, even in noise-free conditions.

To address the aforementioned issues related to noise, we introduce a new dynamic convex optimization approach known as dsPIE, which is inspired from the concept of relaxation in convex optimization theory [37]. The dsPIE algorithm aims to dynamically adapt and optimize the reconstruction process by iteratively updating and refining the estimates of \( O(r) \) and \( P(r) \) alternately. The schematic view of the dsPIE is depicted in Fig. 2 concisely. Our objective is to minimize the projection distance between the object A and the probe B along line P. The following steps outline the process:

Step 0: The dsPIE algorithm starts by initializing the probe and object with an initial guess, which can be randomly generated or based on prior knowledge, following a common practice in convex optimization algorithms.

Step 1: The dsPIE algorithm iteratively applies gradient descent methods such as the PIE family, difference map (DM) [38], or the Relaxed Averaged Alternating Reflection (RAAR) algorithm [39]. This process leads to the acquisition of a local optimum solution. However, in cases where the data is affected by mixed noise, the algorithm may become trapped in a local minimum, failing to reach the global optimum. Nevertheless, the obtained solution still retains certain characteristics of the ideal probe or object.

Step 2: Recognizing that incorporating partial knowledge of the probe or specimen greatly enhances reconstruction robustness and precision in ptychography [4,40], we utilize the retrieved probe data as prior knowledge with a tiny step size. Simultaneously, a random perturbation is applied on the retrieved object as a new initialization with a relatively large step size. This approach allows the iterations to escape the previously trapped local minimum in Step 1, resulting in an object estimate closer to the ideal.

Step 3: Similarly, we modify the ptychographic workflow from Step 2 by interchanging the roles of the retrieved probe and object. The retrieved object from Step 2 is now used as prior knowledge, and the retrieved probe undergoes relaxation with the introduction of a random perturbation. As a result, the iterations in this step yield a more refined solution for the retrieved probe compared to the previous step.

By repeating steps 2 and 3, the dsPIE algorithm progressively refines the estimates of the object and probe. To achieve this, we introduce a revised sigmoid function \( S(n,\text{flag}) \) to modulate the step size dynamically in ptychography. Additionally, we incorporate a random remodeling matrix as a perturbation to the objective function, as given in Eq. (9), facilitating relaxation from the local minimum. These modifications enhance the convergence and effectiveness of the dsPIE algorithm in achieving improved reconstructions of the object and probe globally.

The update function of dsPIE is optimized as

\[
O_r = \begin{cases} 
\text{Random}(O_r); & \forall n = N \\
O_r + S(n,\text{flag})\psi_{\text{obj}}(\text{conj}(P_r))|P_r|^{-1}/\varepsilon \psi_{\text{obj}} - \psi_{\text{pr}}; & \text{otherwise} 
\end{cases}
\]  

(9)

Where Random\((O_r)\) gives a uniform distributed random with the same matrix shape as \( O_{\text{pr}} \) (complex valued matrix), performed as a powerful remodeling impulse to the update function in Eq. (9). \( S(n,\text{flag}) \) is a sigmoid function to modulate the step size of the update function in dsPIE, given by

\[
S(n,\text{flag}) = \begin{cases} 
1 - 1/(1 + e^{(N-n)}) & \text{flag} = 1 \\
1/(1 + e^{(N-n)}) & \text{flag} = 0 
\end{cases}
\]  

(10)

where \( N \) is the dynamic sigmoid impulse moment in the evolution of dsPIE, \( N_{\text{probe}} \) and \( N_{\text{obj}} \) are two typical formulas of the sigmoid impulse moment for the probe and object, respectively. \( \text{flag} \) is a binary switch that changes with the update of \( N_{\text{probe}} \) or \( N_{\text{obj}} \). The function \( S(n,\text{flag}) \) significantly decreases with the iteration number \( n \) in case of \( \text{flag} = 0 \) and increasing while \( \text{flag} = 1 \). This behavior of \( S(n,\text{flag}) \) plays a crucial role in the dsPIE algorithm, as it modulates the weight functions during the iterations to ensure effective convergence and refinement of the reconstruction process.

As previously mentioned, the presence of mixed noisy datasets makes it challenging to accurately evaluate the convergence of ptychography
using the mean square error (MSE) of diffracted intensities. In many instances, despite the MSE of diffracted intensities reaching its minimum after multiple iterations, the reconstructed object or probe may still remain trapped in a local minimum. To address this issue, we propose a solution that involves using the structural similarity index measure (SSIM) \[41\] of the updated exit wave \(\psi_{jr}\) in real space. The SSIM serves as an incremental criterion for determining the dynamic sigmoid impulse moments of \(N_{\text{probe}}\) and \(N_{\text{obj}}\).

\[
\text{ssim}_n = \frac{1}{J} \sum_{j=0}^{J-1} \text{SSIM}(\psi_{jr}, \psi_{jr,n-1})
\]

where \(J\) is the number of the scanning positions in ptychography, \(n\) refers to the iteration moments. When the convergence in ptychography is trapped in local minimum during evolution, the structure of the incremental exit waves exhibits a high degree of similarity. This similarity is reflected in the value of ssim\(_n\), which approaches 1. As the result, Eq. (11) serves as an improved decision function for determining the dynamic sigmoid impulse moments of \(N_{\text{probe}}\) and \(N_{\text{obj}}\). Let’s summarize the mathematical view of the dsPIE workflow.

As the iterations progress, the object and probe gradually converge, and the ssim\(_n\) value increases. When ssim\(_n\) approaches 1 at the \(n\)-th iteration, \(N_{\text{probe}}\) is assigned the value \(n\), triggering the flag for the object.

---

**Algorithm: dsPIE**

- **Initialize:** flag = 1, t = 0, T = 3 (Remolding steps)

- **n-th Loop**

  for \(j=1:J\) (different incident positions)

  - Exit wave update
    \[
    \psi_{jr} = P_{jr} \cdot O_{jr}; \quad \psi_{jr,n} = \mathcal{F}^{-1}\left[\mathcal{F}\left(\psi_{jr}\right) \cdot \text{ssim}_n \right];
    \]
    where \(\psi_{jr}\) is the updated exit wave.

  - Exit wave incremental deviation definition
    \[
    \text{ssim}_n = \frac{1}{J} \sum_{j=0}^{J-1} \text{SSIM}(\psi_{jr}, \psi_{jr,n-1})
    \]

  if \(\text{ssim}_n > 0.95\) and \(t < T\):

    dsPIE remolding

    \(N = n\)

    if flag:

      \(R(O'_{jr}) = \text{Random}(O_{jr})\)
      \(S_{\text{obj}}(n, \text{flag}) = \frac{1}{1 + e^{-(n-\alpha)}}\)
      \(S_{\text{probe}}(n, \text{flag}) = \frac{1}{1 + e^{-(n-\alpha)}}\)
    else:

      \(R(P'_{jr}) = \text{Random}(P_{jr})\)
      \(S_{\text{obj}}(n, \text{flag}) = \frac{1}{1 + e^{-(n-\alpha)}}\)
      \(S_{\text{probe}}(n, \text{flag}) = \frac{1}{1 + e^{-(n-\alpha)}}\)

    flag = not (flag), \(t = t+1\)

    else:

      dsPIE update

      \(O'_{jr} = O_{jr} + S(n, \text{flag}) w(jr) \frac{\text{conj}(P_{jr})}{|P_{jr}|^2} \Delta \psi_{jr}\)
      \(P'_{jr} = P_{jr} + S(n, \text{flag}) w(jr) \frac{\text{conj}(O_{jr})}{|O_{jr}|^2} \Delta \psi_{jr}\)

Fig. 2. Schematic view of how the dsPIE skips over the local minima. A and B are two groups of non-convex datasets which represent the probe and the object. a1, a2, b1, b2 represent key inflection points in A and B, respectively. The line P indicates the alternating projections.

Fig. 3. Schematic pseudocode flow of the dsPIE. Red dashed arrow lines indicate the sigmoid points of the object \(N_{\text{obj}}\) and green solid arrow lines indicate the sigmoid points of the probe \(N_{\text{probe}}\) in the iteration process of dsPIE. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Simultaneously, a remolding matrix described in Eq. (9) is applied to the object $O_{pr}$, facilitating its convergence to escape from the local minimum. The same process applies to $N_{obj}$. Since the probe function $P(r)$ maps complete scanning views of the object in ptychography, the probe often converges faster than the object. Therefore, a remolding matrix is initially applied to $O(r)$ in the first remolding step, followed by alternating updates of $N_{probe}$ and $N_{obj}$. In practical use, the dynamic sigmoid impulse moments of $N_{probe}$ and $N_{obj}$ can also be manually chosen based on experimental experience, allowing for more flexibility and control in the optimization process of the dsPIE algorithm. Typically, a globally refined reconstruction can be achieved within a few remolding steps, typically no more than 3 steps in our experimental validation. Fig. 3 provides a schematic pseudocode flow of the dsPIE algorithm.

3. Numerical simulations

In this section, we numerically compare the performance of three algorithms: ePIE, mPIE, and dsPIE, to assess the effectiveness of the proposed dsPIE method in presence of varying levels of noises. Since the step size of the PIE algorithms greatly influence their convergence performance, we selected optimal step sizes ($\alpha = 0.15$, $\beta = 0.8$) for ePIE to meet with the best convergence and stability. For mPIE, we followed the suggested settings from Andrew’s published work [25] to simplify the tuning process. There are several important implementation considerations for reconstruction using these PIE algorithms. Firstly, all of these incremental PIE algorithms utilize the same initial random guess for both the probe and the object. Secondly, all these PIE algorithms share a common architecture, with the update function being the only variation. Additionally, we repeated 5 trials of each algorithm in every single simulation in case of evading the disturbance of single random initialization in ptychography.

We use a 2D complex-valued object that combines the amplitude information of the “USAF target” and the phase information of the “cameraman” image for the simulations. It is important to note that the complex-valued object has been $[0, 1]$ scaled in phase, resulting in a relatively weak power distribution in the phase component. Additionally, a programmed gaussian beam with a constant plane wave in phase is designed as the incident probe, as shown in Fig. 4(b). The size of probe is set to be 125 pixels in diameter. To capture the diffraction patterns, we employ a 16-bit camera with 256x256 pixels. The probe is scanned over a 9x9 grid with a step size of 20 pixels, and we introduce a 10 % random offset during the scanning process to prevent periodic artifacts from occurring in ptychography [42]. In total, 81 frames of diffraction patterns are recorded. To simulate real-world scenarios, we scale the diffraction patterns to the range $[0, 2^{16} - 1]$, mimicking the dynamic range of a 16-bit camera. Values below 1 are discarded as they typically represent background noise. To account for the noise of detector measurements under realistic mixed noise conditions in ptychography [43,44], we add different distributions of noise, including Gaussian, Poisson, and a mixture of Poisson and Gaussian noise, to the diffraction patterns. The noise levels are measured using the SNR and vary from 45 dB to 15 dB, as shown in Fig. 4(a).

The simulation results quantify the reconstruction performances for the ptychography algorithms. Three groups of reconstructions proceeded with 300 iterations under varying levels of noises, resulting in a series of retrieved results of ePIE, mPIE, and dsPIE, respectively, as shown in Fig. 5. Seeing that the conventional ePIE is highly sensitive to noise, especially the Gaussian-distributed noise (Fig. 5(a)). When the SNR of noise decreases to 15 dB, the reconstructed object shows an intense reduction in both resolution and fidelity in terms of amplitude. Moreover, due to the low entropy of the probe in phase, as shown in Fig. 4(b), the phases of the reconstructed object exhibit significant oscillations that are trapped into local minimum and fail to converge under noise. Introducing a more complex structure to the probe can potentially address this issue by increasing the information entropy of the probe [45]. Nevertheless, the reconstructed probes demonstrate a high level of consistency with the ground truth in both amplitude and phase, regardless of the level of noise. The reconstructions obtained with mPIE show similar performance to ePIE in terms of amplitude in cases of low levels of noise. However, mPIE demonstrates improved reconstructions in terms of phase, as shown in Fig. 5(b). When faced with a heavy level of noise, particularly at a SNR of 15 dB, the reconstructed object exhibits improved resolution in amplitude but still lacks fidelity, especially in the presence of Gaussian noise and mixed noise. This can be attributed to the incorporation of momentum and regularization techniques in the mPIE algorithm. Furthermore, the reconstructed probe of mPIE exhibits prominent fluctuations in phase, and these fluctuations are also reflected in the corresponding reconstructed object. These fluctuations are introduced by the overshoot of momentum-acceleration in mPIE, particularly when the probe has a relatively simple structure with low information entropy.

Compared to ePIE and mPIE, the proposed dsPIE reveals the best stable and robust performance in reconstructions of both the object and the probe across varying levels of noises, as demonstrated in Fig. 5(c).

![Fig. 4. (a) Representative diffraction patterns with different distributions of noises (Gaussian, Poisson, and a mixture of Gaussian and Poisson noise in rows) and varying levels of noise (ranging from 45 dB to 15 dB in columns), log scaled. (b) The reconstructed complex-valued object and the corresponding probe of dsPIE with noise free diffractive.](image-url)
Seeing that the dsPIE achieves highly resolved reconstructions across Gaussian, Poisson, and mixed Gaussian-Poisson noise, especially when the SNR of the noise is above 35 dB. Specifically, the line pairs of Group (1) are clearly distinguished in the amplitude reconstructions obtained with dsPIE. Besides, the reconstructed images in phase also exhibit the highest consistency with the ground truth across varying levels of noise. As the level of noise increases, the benefits of dsPIE become more evident. Specifically when the SNR of the noise is below 25 dB, the
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Fig. 5. Reconstructions of different levels of noises. (a)-(c) show the results for the rPIE, mPIE, and dsPIE with different noise distributions (Gaussian, Poisson, and a mixture of Gaussian and Poisson noise in columns) and varying levels of noises (ranging from 45 dB to 15 dB in rows), respectively. The corresponding reconstructed probes are displayed in the yellow insert within the subfigures. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
reconstructed objects still appear to have the highest level of clarity and fidelity in both the magnitude and phase. Furthermore, the reconstructed probe shows excellent uniformity and high consistency with the ideal waveform. This highlights the superior performance of the proposed dsPIE algorithm in handling challenging noise conditions, and achieving highly robust convergence against detector noise.

Furthermore, it’s worth noting that there is an inconsistency in the phase reconstructions. This inconsistency arises from the fact that the amplitude image is a binary USAF resolution target. In ptychography, accurately reconstructing the phase information in the zero-value region of the binary amplitude image can be challenging. The phase values in these regions are less constrained and can vary randomly between 0 and $2\pi$ during the reconstruction process. Besides, the specimen’s weak power distribution in phase (phase information scaled from 0 to 1 in our simulations) further compounds the challenge of achieving a globally optimized reconstruction in phase.

Fig. 6 zooms the results of ePIE, mPIE, and dsPIE under a heavy mixture noise with a SNR of 15 dB. Despite the challenging conditions of mixed noise, dsPIE demonstrates excellent reconstructions for both the object and the probe. Specifically, in the amplitude image, the line pairs of Group 0 reconstructed using dsPIE exhibit clear resolution and high contrast, while the results obtained from ePIE and mPIE reconstructions are severely contaminated by noise. Moreover, the phase image reconstructed by dsPIE demonstrates high fidelity compared to ePIE and mPIE, indicating the robustness and accuracy of dsPIE in handling challenging noise scenarios. These results highlight the remarkable stability and reliability of the dsPIE algorithm, making it a valuable tool for noise-robust ptychographic reconstructions.

To further quantitatively evaluate the convergence performance of dsPIE, we computed the SSIM between the reconstructed image in amplitude and the ground truth under different noise conditions. The results are shown in Fig. 7. It is evident that dsPIE consistently achieves the highest SSIM values across the range of noise levels, outperforming both ePIE and mPIE. Fig. 7 highlights two notable phenomena in the context of ptychography towards noise. Firstly, it is observed that ptychographic algorithms exhibit better robustness against Poisson noise compared to Gaussian noise, indicating that optimizing detector noise, particularly focusing on reducing the impact of Gaussian noise, can significantly enhance the performance of ptychography. Secondly, the trend of SSIM for the reconstructed amplitude is linearly consistent with the change in noise energy.

To better explain the convergence behavior of dsPIE under heavy noise conditions, we monitored the evolution of the SSIM between the reconstructed complex-valued object and the ground truth under Poisson noise with a SNR of 15 dB for ePIE, mPIE, and dsPIE, respectively, as presented in Fig. 8. It is observed that mPIE initially demonstrates a fast convergence speed within the first 50 iterations, but then starts to exhibit intense oscillations as the iterations progress. Whereas, ePIE shows a smoother variation throughout the entire process, but with lower levels of reconstruction quality. In contrast, dsPIE achieves a balanced convergence between speed and stability. It maintains a relatively fast convergence speed while also providing improved stability. The object remolding moments are clearly demonstrated, indicating that the convergence is enforced to jump out of local minima and reach a finer reconstruction globally. This is achieved by applying a specialized decision function to sparsely execute the remolding matrix in dsPIE. As a result, dsPIE generally achieves better convergence robustness against noise, even under heavy mixture noise conditions. The full evolution of the dsPIE reconstruction process is visually presented in a video sequence (Visualization 1) to illustrate how dsPIE dynamically jumps out of local minima and progressively converges to the optimal global solution during the iterative process at a heavy mixture noise with a SNR of 15 dB.

4. Experiments

In this section, we conducted proof-of-concept experiments in our laboratory to validate the proposed dsPIE method. The experimental setup is shown in Fig. 9. We utilized a narrowband filter at a center wavelength of 532 nm with a full width at half maximum (FWHM) of 3 nm (FL532-3, Thorlabs) to select a quasi-monochromatic radiation from the supercontinuum light source (SC-Pro, YSL Photonics). The beam was expanded through a beam expander (MODEL: GBE05-A, Thorlabs) with a magnification of 5, then focused onto the sample (R1L1S1N, Thorlabs) by a convex lens (f = 50 mm, MODEL: AC254-050-B-ML, Thorlabs) which generated a beam spot of about 200 μm in diameter. Diffraction occurred to the CMOS detector (QHY268M) in the far field at a distance of 50 mm. The sample was scanned laterally using an x-y linear stage (M–L01.150, PI) in a sequence of 11x11 overlapping adjacent grids, with an 80 μm step size. To mitigate periodic scanning ambiguity, a random lateral offset was introduced to the scanning intervals. As a result, a set of diffraction patterns was recorded by the detector as the sample moved through the illuminating beam. Additionally, the recorded diffraction patterns were merged to 256x256 pixels using 16x16-pixel binning to accelerate the reconstruction speed.

To obtain the diffraction dataset with varying levels of noise in ptychography, we first captured 10 frames of dark noise without beam illumination and calculated their average to measure the main profile of the dark current noise of the CMOS detector at 2 ms exposure time. Next, we generated a denoised diffraction dataset by performing a background noise removal approach to suppress the dark noise from the raw diffraction data [22]. Fig. 10(a) shows the denoised diffraction image with a SNR of 40 dB, while Fig. 10(e) shows the corresponding noisy diffraction image with a SNR of 26 dB for comparison. We then carried out the ptychographic reconstructions for the denoised diffraction dataset with a SNR of 40 dB. The reconstructed results after 500 iterations of ePIE, mPIE, and dsPIE are demonstrated in Fig. 10 (b)-(d), respectively. Noting that all these algorithms were performed under a common architecture, with the update function being the only variation. To ensure robustness against single random initialization in ptychography, we conducted 5 trails of each algorithm in every experiment, from which the best reconstruction was selected. As the results shown in Fig. 10 (b)-(d), all the algorithms demonstrated excellent reconstruction performance at high SNR levels. The line pairs in Group 7 / Element 3 of the retrieved USAF resolution target were clearly separated with high fidelity, as expected from the numerical simulation results. Among them, dsPIE achieved the best contrast and clarity, even in the edges of the reconstructed image where the overlapping information of illumination is less. In terms of resolution, ePIE showed the worst
performance, while both mPIE and dsPIE achieved enhanced resolution. To assess the robustness of the algorithms under higher noise levels, we increased the noise in the diffraction dataset to a SNR level of 26 dB, as shown in Fig. 10 (e). The experimental reconstructions using ePIE, mPIE, and dsPIE were demonstrated in Fig. 10 (f)-(h), respectively. When subjected to the heavily noised diffraction dataset, the reconstructed qualities of ePIE and mPIE deteriorate significantly, and the Group (6) of the retrieved USAF target cannot be distinguished with contrast. In contrast, dsPIE still presents a robust reconstruction against noise, resulting in an improved resolution for the separation of the second element in Group (6) of the USAF target, as shown in the zoomed-in views in Fig. 10 (h). Furthermore, the reconstructed probe of dsPIE reveals the features of the focused beam under noisy conditions, as shown in Fig. 10 (i) for the amplitude and Fig. 10 (j) for the phase. In Fig. 10 (k), we utilized the Fourier ring correlation (FRC) [46] to quantify the resolution of the reconstructions for ePIE, mPIE, and dsPIE. The FRC is calculated between the reconstructions and the USAF target in design. It is evident that dsPIE achieves the best reconstructed resolution with voxel size of 8 nm given by the intersection of the FRC curve and an acceptable 0.143 threshold curve [47], outperforming ePIE and mPIE. This result is consistent with the retrieved USAF resolution target as demonstrated in Fig. 10 (h).

Through further comparison of the PIE reconstruction results under different noise energies, it is evident that detector noise significantly hinders the convergence and results in a significant degradation of the reconstructed resolution and fidelity in ptychography. Although the proposed dsPIE algorithm effectively mitigates the impact of heavy mixture noises in ptychography, there is still an obvious decline in resolution (compared Fig. 10 (h) with Fig. 10 (d)). This resolution degradation, caused by the noise perturbation in diffraction signal measurement, becomes particularly pronounced in the presence of heavy noise. Therefore, improving the SNR of the diffraction signals in ptychography, especially for weak signals of higher diffraction orders, will be a key focus of our future research.

5. Discussion and conclusion

In summary, we proposed a novel approach called dsPIE that...
retrieves the global solution of a specimen and illuminated probe simultaneously to address problematic noised datasets. Our proposed method involves optimizing the ptychographic exit wave update function using a dynamic sigmoid-remolding strategy. We present the basic working principle and operating process of dsPIE and demonstrate its advantages through three groups of proof-of-concept simulations and experiments. Our results show that dsPIE offers significantly improved robustness and stability in ptychographic reconstruction under heavy mixture detector noises compared to existing PIE algorithms. Specifically, dsPIE avoids converging to local minima and achieves preferable reconstruction quality, especially in cases of high-noised diffraction datasets.

The dsPIE is an improved phase retrieval method designed for practical applications. It uses adaptive regularized optimization with a dynamic sigmoid decision function to handle challenging mixed datasets and improve the robustness against noise.
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