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Modified Born series with virtual
absorbing boundary enabling large-scale
electromagnetic simulation
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Numerical electromagnetic field solvers are significant for nanophotonic and photoelectronic
technology, especially for computational imaging, metasurface, and biomedical microscopy, in which
large-scale simulations serve as the core. Conventionally, these simulations use absorbing boundary
conditions (ABC) to simulate open-domain systems. However, the existing ABCs require large
memory to sufficiently suppress reflection at boundaries, which is prohibitive for large-scale
applications. This work proposes a virtual absorbing boundary condition based on the angular
spectrummethod (ASM) to reduce the memory usage of ABC. The ASM is used to cover the polluted
field in the boundary region, which eliminates the need to store the field in the boundary region.
Combined with the Fourier transforms-basedmodified Born series, memory usage can be reduced to
a level close to the theoretical limit. This proposed method offers a substantial boost for applications
related to large-scale simulations and memory-constrained devices like GPU.

Large-scale simulations of light propagation in complex structured media
are essential in many fields of optics1–3. There are many classical methods,
including finite-difference time-domain (FDTD)4,5, finite-difference fre-
quency-domain6,7, modified Born series (MBS)8,9, and finite element
method10, which can conduct rigorous simulations by solving Maxwell
Equations. For large-scale simulations with dimensions in the scale of
thousands of wavelengths, such as metasurface design11, biology
imaging12–14, and lithography simulations15, the memory requirement is the
bottleneck for all numerical simulators mentioned above16. Therefore, it is
essential to reduce memory consumption to ensure the feasibility of large-
scale simulations.

In most situations of interest, one usually needs to simulate a non-
periodic domain with scatter inside17,18. In these scenarios, absorbing
boundary conditions (ABC) are applied to surround the region of interest
(ROI) with the aim of absorbing the outgoing light. For qualified ABCs, it is
necessary to achieve both low reflection and transmission simultaneously.
Low reflection is attainable when the variation of the refractive index (RI) in
the boundary region is smooth enough. Provided that the RI changes
smoothly, a thick boundary is required to get low transmission. In other
words, a large amount of memory is often occupied by the ABCs.

Themostwell-knownandwidely appliedABC is theperfectlymatched
layer (PML)19,20. Although the PML is more powerful than other con-

temporary methods21, it still requires significant thickness to achieve accu-
rate simulations. Moreover, the PML introduces non-uniform
permeability20,22, which exacerbates the computational requirement and is
unnecessary formany applications. Like thePML, the polynomial boundary
layer (PBL)9 absorbs light by gradually varying RI, while it does not exploit
the permeability and is inferior to the PML. The anti-reflection boundary
layer (ARL)23 is an effective ABC based on window functions, while it is
optimized for special situations and its performance may be unstable. The
acyclic convolution (ACC) is an auxiliary method for improving the per-
formance of the ABCs23. Even with the help of the ACC, the boundary
region occupies a significant amount of memory to ensure good
performance.

Wepropose a virtual boundary condition (VBC) to reduce thememory
usage of the ABCs, which is inspired by the parallel strategy of the FDTD24

and the pseudo propagation in theMBSmethod9. In the FDTDmethod, the
field is updated iteratively based on the adjacent field of the last time step. If
there is any error in the simulation domain, the error propagation is limited
by the number of iterations. The MBS method is a frequency domain
method and does not have physical propagation in the time domain.
However, there is a pseudopropagation shown inFig. 1a,which results from
the localized dyadic Green’s function in the MBS method. λ represents the
vacuum wavelength. The Green’s function used in the MBS method is
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shown as follows,

gðrÞ ¼ C
ei
ffiffiffiffiffiffiffiffi
k20þiε

p
∣r∣

4π∣r∣
; ð1Þ

where k0 represents backgroundwavenumber. i is the imaginary unit.C is a
3 × 3 matrix describing the conversion between different polarizations,
which can be expressed as C ¼ Iþ∇∇T=k20

25. The damping factor ε con-
trols the speed of the pseudo propagation and needs to be greater than or
equal to maxr∣kðrÞ2 � k20∣ to ensure the convergence9, where k(r) is the
wavenumber. The corresponding ε in Fig. 1a is 26.87. Note that the result of
the MBS method is independent of the localization feature of Green’s
function. Details regarding the Green’s function have been discussed in
previous work25.

Based on the concept of the pseudo propagation, the VBC uses the
angular spectrummethod (ASM) to eliminate the boundary artifacts caused
by insufficient absorption, as shown in Fig. 1b. The typical RI inside the
boundary region is shown in the inset of Fig. 1b, which is calculated by the
PBL with N = 5 and maxr∣k

2 rð Þ � k20∣ ¼ 19. Both the absorption in the
boundary region and the localization in Eq. (1) are utilized to achieve zero
reflection. In this framework, errors in the boundary region are tolerable, as
illustrated in Fig. 1c. Therefore, the required thickness of the ABCs can be
reduced. Considering that the field in the boundary region is recalculated in
each iteration, there is no need to store these data, which can further reduce
memory usage. Three examples, including the propagation of a single plane
wave, thediffractionof theEUVLmask, and the scatteringof biological cells,
are provided to demonstrate the performance of the proposed method.

Results
Virtual boundary condition
The MBS method8,9,22,26, is a frequency domain method widely applied to
optical diffraction tomography27, extreme ultraviolet mask near-field
calculation28,29, and inverse scattering problem25. The MBS method solves
the Maxwell equations iteratively as

Enþ1 ¼ γGEn
0 þ 1� γ
� �

En; ð2Þ

where

En
0 ¼ VEn þ S; ð3Þ

γ ¼ iV=ε: ð4Þ

Here, En is a vector containing the fields from the last iteration. V is a
diagonal matrix containing the scattering potential determined by the RI. S
is a vector containing the source term. Note that for general ABCs, these
matrices and vectors store not only the data inside the ROI but also that in

the boundary region throughout the calculation, as shown in Fig. 2a. G
represents the convolution with the Green’s function, which is the only
operator responsible for the propagation in the general MBS method. G is
conducted by the Fourier transforms.

GEn
0 ¼ F�1

3D F3D En
0� � � g kð Þ� �

; ð5Þ

whereF3D andF�1
3D represent the 3D forward and inverse FFTs, respectively.

g kð Þ is the frequency-domain Green’s function.
The standard calculationprocess of the convolution is shown inFig. 2a.

The blue array represents the field inside ROI in the space domain. The red
one represents that in the frequency domain. The gray arrays represent the
field in the boundary region. Nx, Ny, and Nz are the data sizes in corre-
sponding directions. In the traditional implementation of the convolution,
the three-dimension (3D) data is converted to the frequency domain by 3D
fast Fourier transforms (FFT) and multiplied with the Green’s function.

For the convolution with the VBC in Fig. 2b, the data in the boundary
region can be calculated by the ASM. The 3D FFT is decomposed into a 2D
FFT on the x- and y-axes and a 1D FFT on the z-axis to conduct the ASM.
Although the ASM is designed to calculate the propagation in a homo-
geneousmedium, it can be adopted here without sacrificing accuracy due to
the smooth variation of theRI inside the boundary region shown in the inset
of Fig. 1b. The ASM is used to propagate the field based on the field at the
reference plane. Although En

0 does not represent the field and cannot be
propagatedby theASM in theory, it is equivalent to applying theASMonEn
and then calculating En

0 as long as the RI of the reference plane is uniform
and there is no source term at the reference plane.

It is noted that the operations between the 2D FFT, including the ASM
propagation, 1D FFT, and multiplication, can be decoupled in the x- and
y-axes. Therefore, the data is extracted and operated in the depth direction,
as shown in Fig. 2c, which avoids dealing with large and bulky data. The
memory required by the decoupled VBC can be compressed to a negligible
level compared with that of traditional ABCs.

The ASM is a classical method for modeling the light propagation in
homogeneous media, which can be expressed as

Eðx; y; zÞ ¼ F�1
2D F2D Eðx; y; zref Þ

� �
p zð Þ� �

; ð6Þ

where

p zð Þ ¼ exp 1i× z� zref
� �

×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0nbg
� �2

� k2x � k2y

r !
: ð7Þ

Here F2D and F�1
2D represent the 2D forward and inverse Fourier transforms

(FFT), respectively. p(z) is the transfer function. zref is the z coordinate of
reference plane. k0 is the free-space wave vector. kx and ky are the spatial
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Fig. 1 | Schematic diagram of the virtual boundary condition. a The amplitude of
the electric field of different iterations for the simulation of plane wave propagation
by the modified Born series. The field is propagated from the source position and
absorbed in the boundary region. λ represents the vacuumwavelength. The damping
factor ε is 26.87 in this example. b The basic idea of the virtual boundary condition.
The field in the absorbing boundary region, which is generated by pseudo

propagation and may contain errors, is recalculated with the angular spectrum
method (ASM). The inset shows a typical complex refractive index, n + ik, defined
by the polynomial boundary layer. The introduced absorption improves the per-
formance of the virtual boundary condition. c The amplitude of field updated by the
ASM. The unwanted fluctuation of the field magnitude in the boundary region
stemming from insufficient absorption is covered by the ASM.
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frequency coordinates. nbg is the background RI of medium. Both Eqs. (1)
and (7) describe thewave propagation in the frequencydomain. The former
is based on spherical waves, while the latter is based on plane waves.

The propagationwith Eq. (6) needs to take the square root for all layers
in the boundary region, which is cumbersome.Note that the RI of thewhole
boundary is close to the RI of the first layer of the boundary. Besides, the
field’s energy concentrates on the low-frequency part in most simulations.
Therefore, the transfer function in Eq. (7) can be discretized and simplified
as,

p zð Þ ¼ exp 1i×NðzÞ×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20 �

kx
n z1
� �

 !2

� ky
n z1
� �

 !2
vuut

0
@

1
A; ð8Þ

where

NðzÞ ¼
Xz
zt¼z1

Δz× n zt
� �

: ð9Þ

Here Δz is the grid size in the z-direction. z1 is the z coordinate of the first
layer after the reference layer.n zt

� �
represents the varyingRI determinedby

the underlying boundary condition. This simplification can avoid
calculating the square root repeatedly.

Besides the benefit of memory usage, the computational complexity of
the VBC is smaller than that of the conventional one. From the view of
computation, the VBC avoids 2D FFT on the boundary region, while only
an extra evaluation of the exponential function on Eq. (8) is needed. The
computational complexity of performing a 2D FFT on the x- and y-axes of
anNx ×Ny ×Nabc array isOðNabcNxNy logðNxNyÞÞ. In contrast, computing
the exponential function for every element in the array has a complexity of
O(NabcNxNy), as it only involves a constant-time operation per element.
Thus, the 2D Fourier transform is more computationally intensive due to
the logarithmic factor, making the VBC generally more efficient, especially
for large Nx and Ny.

The VBC is solely applied to one axis in this work, which is accep-
table because the source in most large-scale simulations is directional.
The outgoing light in other directions is minimal, and other ABCs with a
thin thickness can be used. The VBC is compatible with other boundary
conditions like the PBL andARL, except for the ACC, as theACC is based
on an accumulative solution in which errors during iterations are not
permitted23. The VBC can be applied to all three axes. As a result, the
ASM cannot be performed within the convolution of the MBS method.
Instead, the ASM is conducted on all axes independently and sequen-
tially. Bulkymemory is allocated to store the data in the boundary region.
Even though the memory requirement remains lower because the
boundary region only exists in one variable En

0 instead of several

Fig. 2 | The schematic diagram of the implementation of the virtual boundary
condition. a Implementation of the conventional operation. First, the data is con-
verted into the frequency domain. Then, the data is multiplied by the Green’s
function and converted back. b Implementation with the virtual boundary condi-
tion. The 3DFFT is decomposed into 2D FFT and 1D FFT. The data in the absorbing

boundary region is generated entirely by the angular spectrum method.
c Implementation with decoupled virtual boundary condition. After the 2D FFT, the
operation can be decoupled in the x- and y-axes. Therefore, the data in the absorbing
boundary region can be operated on a minimal scale, which allows almost zero
memory consumption at the boundary.
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variables including V, En, and En
0, it is not recommended due to the

complex implementation.

Propagation of plane wave
Tovalidate theperformance of theVBC, the simulations of normal-incident
light propagation in free space with various ABCs were conducted. The
simulation configuration is shown inFig. 3a. If there is any reflectionoffields
causedby theABCs, the reflectedfields interferewith the incidentfields. The
greater the interference, the more pronounced the fluctuation in the field
amplitude. Because of the periodic nature of the discrete Fourier transform,
there may be unabsorbed light from adjacent periods, which also leads to
amplitude fluctuation. Therefore, the performance of the ABCs can be
directly evaluated by the amplitude fluctuation σ, which is defined as the
standard deviation of the amplitude of fields,

σ ¼ log10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
∣Ω∣

X
ðx;y;zÞ2Ω ∣Eyðx; y; zÞ∣� μ

� �2r
with μ ¼ 1

∣Ω∣

X
ðx;y;zÞ2Ω

∣Eyðx; y; zÞ∣;

ð10Þ
whereΩ is a region inside the ROI, as indicated in Fig. 3a. Different levels of
amplitude fluctuations are shown in Fig. 3b. During the iterations with the
VBC, a small reflection can be foundnear the interface between theROI and
boundary region, as shown in Fig. 3b. The reflection is caused by the tem-
porary discontinuous derivative of the field, and it will be repaired in the
later iterations, as implied by the small σ.

TheVBCcanbe implementedwithout underlyingABCs, inwhich case
its effectiveness depends on ε. The larger ε leads to shorter propagation
length andbetter absorption.Theperformance of theVBCwithdifferent ε is
shown in Fig. 3d. The results align well with expectations. Generally, the
amplitude fluctuation σ declines with increasing thickness and converges to
a stable value. Small ε needs a thick boundary to ensure absorption, while
large ε slowsdown the convergence of the simulations. Fortunately, theVBC
can be implemented upon the PBL. After the absorption by the PBL, the
amplitude of the errors can be suppressed. In other words, the error

occurring at the outermost layer of the whole simulation can be limited by
the localization of theGreen’s function and lowered by the absorption in the
boundary region.

The performance of the VBC with enhancement from the PBL is
compared to other existing ABCs, as shown in Fig. 3e. A comprehensive
definition of the PBL, ARL, and ACC is available in previous literature9,23.
Although the PBL with increasing thickness will result in a larger RI dif-
ference and higher ε in this example, as depicted in Fig. 3f, there is still
apparent performance enhancement. For example, the σ of the enhanced
VBCattains its lowest valuewith a thickness of 3.33λ. The corresponding ε is
approximately 25, while the σ of the original VBC at the same ε reaches its
minimumpointwith a thickness of 4.66λ. Therefore, theVBC in thiswork is
implemented upon the PBL by default. Compared to the other ABCs, the
decay of σ with the enhanced VBC is faster, and the required thickness to
reach the lowest σ is the smallest. It is shown that the performance of the
VBC is superior to that of the others, while its memory requirement is
negligible.

Diffraction of extreme ultraviolet lithography mask
Extreme ultraviolet lithography (EUVL)mask simulations are necessary for
the high-volume manufacturing of the advanced integrated circuit, which
enables understanding and compensating the severe thick mask effect30,31.
Here, the diffraction of the absorber in the EUVL mask is separately
simulated by theMBSmethod28,29. The typical thickness of the absorber is 50
nm, while the spans of the ROI in the x- and y-axes are in the order of
micrometers. Larger spans are urgently needed to suppress the stitching
errors32. The simulation region is planar, and the incident light is along the
thickness direction, as shown in Fig. 4a. Such planar simulations are typical
for large-scale simulations in computational imaging2,33 and
metasurface34,35, given that most functional optical components are manu-
factured in 2D.

Taking EUVLmask simulations as an example, only about 44% of the
simulation domain is the ROI, and the rest is the boundary region to ensure
sufficient absorption. Therefore, it is essential to reduce memory usage and
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Fig. 3 | Plane wave propagation simulations without scatter. a The illustration of
the simulation configuration. The source is normally incident along the z-axis.Ω is a
subregion within the region of interest. The amplitude fluctuation σ is defined as the
standard deviation of thefield’s amplitudewithin the regionΩ. Lower σmeans better
performance. b Examples of the amplitude with various σ. c The temporary reflec-
tion that occurs during the iterations with the virtual boundary condition. d The
performance comparison for the virtual boundary condition with different ε. e The

performance comparison for various boundary condtions. A comprehensive defi-
nition of the polynomial boundary layer (PBL), anti-reflection boundary layer
(ARL), and acyclic convolution (ACC) is available in previous literature9,23. f The
corresponding ε for the PBL with various thicknesses. The PBL is a classical
absorbing boundary condition that applies a varying refractive index. The damping
factor ε controls the speed of the pseudo propagation and is constrained by the
refractive index in simulation region.
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improve the computational feasibility of large-scale simulations. The dif-
fraction of the mask absorber is simulated under different absorbing
boundary conditions. The amplitudeof thefield is shown inFig. 4b. It canbe
observed that the result from the VBC is consistent with that from the PBL.
The effectiveness of theVBC is validated.Thediscrete gridon the xy-plane is
1125 × 1000, and the corresponding memory requirement of the VBC can
be six orders of magnitudes less than that of the PBL.

Scattering in optical diffraction tomography
Optical diffraction tomography (ODT) is a powerful tool for studying
hematology36,37, morphological parameters38, and biochemical
information39, which can quantitatively measure the 3D information for
non-fluorescentmicro-samples.TheODTreconstructs the sample basedon
multiple 2D measurements from various illumination angles, in which the

forward modeling is fundamental for accurate reconstructions. The MBS
method is widely applied in the ODT because of its capability to capture
multiple scattering effect25. With the goal of high-resolution, large field-of-
view (FOV) and 3D thick sample, the simulation domain of the ODT and
the memory requirement are rapidly increasing13,25,40,41. Although the large
simulation can be divided into small subsets to reduce memory require-
ment, the accuracy of the reconstructionsmay be impaired evenwith a large
overlap between the subsets. The VBC can significantly alleviate memory
shortages and make larger simulations possible for the ODT.

The simulation of silicamicrospheres and a livemouse red blood cell in
water is shown in Fig. 5. Unlike the previous examples, the scattered field of
the microspheres contains more high-frequency components. Therefore,
the approximation in Eq. (8) is not applied. It can be observed that the
incident light is strongly scattered, and the field interaction between dif-
ferent samples is considerable with a small distance, which is essential for
clearly resolving the cell-cell interaction dynamics. A cross-section of the
field’s amplitude is depicted in Fig. 5c. With the VBC, these effects can be
simulated accurately. In this example, 37.04% of the memory is for the
boundary region,whichmeans that theVBCcan provide an extra 58.83%of
the FOV in the ODT with the same memory consumption.

Discussion
The computational efficiency of the proposedmethod is evaluated using the
three examples presented earlier. Theboundary thickness for theplanewave
propagation is set to 4λ. Three boundary conditions are compared in
Table 1. The model reduction rate is defined as the reduction in model size
due to the adaptationof theVBCcompared to the originalmodel size.Given
that the simulated systems can be compressed up to 54.54%, the compu-
tational overhead of the VBC is acceptable in comparison to the original
computational cost. The iteration numbers are nearly identical, which is
because the ε are the same in all boundary conditions. Although the VBC
could accelerate the convergence by propagating the field analytically in the
boundary region, there are other factors that influence convergence,
including temporary reflection caused by the virtual boundary, diffraction,
and scattering inside the system.TheMBSmethodwill not convergeuntil all
of these phenomena are properly addressed.

TheMBSmethodwith theVBCconsistently converges in our tests and
simulations. This system, distinct from the original MBSmethod, is subject
to continuous external adjustments, which makes the theoretical proof of
convergence extremely difficult. Therefore, we analyze the impact of the
VBCon the stability of the solution. Even in theworst situationswhere there
some reflection error arrives the reference plane of theVBC, the error inside
the boundary region is bigger than the one at the reference plane. The VBC
will replace the big error with the small one through the boundary region
with attenuation, determinedby the underlying boundary condition. So, the
VBC does not destabilize the solution. The simulation with the VBC is
highly likely to converge under sufficient absorption and localization.

Although the proposed method demonstrates excellent absorption
performance along a single axis with minimal memory usage, it cannot
achieve the same effectiveness when applied simultaneously to multiple
axes, as previously mentioned. The ASM in multiple directions cannot be
effectively integratedwith convolution. If small lateral artifacts are present in
the other axes, they can be addressed using the PBL9 or ARL23 with small

Fig. 4 | Diffraction calculation of extreme ultra-
violet lithography mask. a The diagram of the
mask, which is a typical planar structure. Usually,
the absorber is simulated separately. b The ampli-
tude of the field with the polynomial boundary layer
(PBL) and virtual boundary condition (VBC). The
differences between the two results are shown below.
The vertical scale is identical to the horizontal scale.
The simulation result is almost identical, while the
memory consumption of the VBC is negligible.

Fig. 5 | Scattering calculation for optical diffraction tomography. a The dis-
tribution of the scatterers, including silica microspheres and a live mouse red blood
cell. The medium is water. b The visualization of the scattering by the samples. c A
cross-section of the field’s amplitude with the polynomial boundary layer (PBL) and
virtual boundary condition (VBC). The differences between the two results are
shown below. The vertical scale is identical to the horizontal scale. The VBC alle-
viates memory usage without sacrificing accuracy.

Table 1 | Computational efficiency comparison

Examples Model
reduction
rate

Boundary
condition

Iterations Time (s)

Propagation of
plane wave

34.78% PBL 39 1.524

PBL-ACC 40 1.636

VBC 39 1.753

Diffraction of
EUVL mask

54.54% PBL 25 8.069

PBL-ACC 26 8.352

VBC 25 9.781

Scattering of
microspheres

37.04% PBL 64 2.596

PBL-ACC 66 2.771

VBC 65 2.761

Themodel reduction rate is defined as the reduction inmodel size due to the adaptationof the virtual
boundary condition (VBC) compared to the original one. A comprehensive definition of the
polynomial boundary layer (PBL) and acyclic convolution (ACC) is available in previous literature9,23.
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thickness. However, if there is significant outgoing light in all directions and
thin absorbing boundaries are required across all three axes, the ACC23 is
preferred over the proposed method. The results in Table 1 indicate that
VBC requires additional computation time, suggesting a trade-off between
memory usage and computation time. As shown in Fig. 2, the 3D FFT is
replaced by numerous operations in the VBC, which likely contributes to
this time difference. This is because the FFT leverages a highly optimized
library42, while the VBC relies on hand-written MATLAB code.We believe
that optimizing the code or implementing the VBC using low-level pro-
gramming techniques could improve efficiency and helpmitigate this time-
related drawback.

Different from other rigorous methods based on finite differences
which require 8 to 10 cells per wavelength at least to avoid unacceptable
numerical error43,44, the MBS method solves the Maxwell equations by the
FFT. The required discretization is only 2 cells per wavelength9,45, which is
dictated by the Nyquist sampling theorem. Combined with the proposed
VBC, almost all the memory is allocated to the ROI, and the grid size in the
ROI can be maximized. The memory usage of the MBS method can be
reduced to a level that is close to the theoretical limit, which significantly
improves the computational feasibility for large-scale simulations. TheVBC
can be easily implemented with single instruction/multiple data
techniques46. For the simulations conducted on graphics processing units
(GPU) where the available memory is much smaller than that of central
processing units (CPU), it is vital to minimize memory usage. The VBC
shows promising potential across a broad spectrum of applications, span-
ning computational imaging2, metasurface11, and biomedical
microscopy12–14.

The viability of the proposed method is based on three assumptions.
First, the VBC is limited to frequency domain solvers due to the adoption of
the ASM. Second, there is a pseudo propagation during the solving process.
Third, the calculationmust be iterative, and thenext iteration is based on the
updated solution.

Besides the MBS method, there are many popular frequency-
domain solvers, such as the finite-difference frequency-domain and
finite element methods. These methods are formulated as Ax = b and
solved by iterative algorithms for large-scale simulations. Usually, A is a
large sparse matrix with a small bandwidth, which leads to extremely
slow pseudo propagation during the iterations. Taking the finite-
difference frequency-domain method as an example, the pseudo pro-
pagation speed is one cell per iteration47, whichmeans that only one layer
of the ABC is needed with the VBC.Unfortunately, the application of the
VBC is limited by the fact that most modern algorithms for linear
equations do not use the updated solution for the next iteration48.
Therefore, the VBChas the potential to be applied to othermethods with
competent stationary iterative algorithms.

Methods
TheVBC is implementedwithMatlab. The computationswere carried out
on a workstation featuring an Nvidia RTX 5000 GPU with 16 GB of
memory, supported by an Intel Xeon Gold 6285R processor with 512 GB
of memory. The PBL with N = 5 and maxr∣k

2 rð Þ � k20∣ ¼ 1 is used
throughout this work. Although the data of the boundary region is not
stored in theMBSmethodwith theVBC, the calculation of ε still takes into
account the RI of the boundary region. For the ARL and ACC, we use the
default parameters in ref. 23. The default amplitude of the sources is 1. The
iteration of the MBS method stopped when the change of the field is less
than 0.005 by default.

For the plane wave propagation, the grid size of the simulations is
0.167λ. The ROI of the simulations is 55λ × 55λ × 15λ. The incident field is
y-polarized and is located at z = 4λ. The region Ω is defined as
{(x, y, z)∣x ∈ [24.167λ, 30.833λ], y ∈ [24.167λ, 30.833λ], z ∈ [5λ, 15λ]}. All
simulations ran for 200 iterations to ensure convergence. The boundary
conditions for the x- and y-axes are periodic.

For the EUVL mask absorber simulation, the wavelength is 13.5 nm.
The grid size of the simulations is 0.167λ. Including the boundary region, the
total volume of the simulation region is 187.5λ × 166.667λ × 14.667λ. The
incident plane wave is s-polarized, with an incidence angle of 6∘ relative to
the normal. The source is positioned at 0.5λ above the absorber. The
boundary thickness on the z-axis is 4λ on each side. The absorption in other
axes is realized by the PBL with the thickness of 2λ. The absorber of the
EUVL mask is TaN with the RI N = 0.9385+ 0.03776i.

For the ODT simulations, the wavelength is 532 nm. The grid size
of the simulations is 0.2λ. Including the boundary region, the total
volume of the simulation region is 56.4λ × 56.4λ × 27λ. The samples are
normally illuminated with an x-polarized incident field. The source is
positioned at z = 15.4λ. The boundary thickness on the z-axis is 5λ on
each side. The period boundary condition is applied in the other
directions. The RI of the red blood cell is obtained from a publicly
available repository25.

Data availability
The data underlying the results presented in this paper are not publicly
available at this time butmay be obtained from the authors upon reasonable
request.

Code availability
The code are not publicly available at this timebutmay be obtained from the
authors upon reasonable request.
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